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Introduction 

The purpose of this publication is to commemorate the 100th issue of Statistics in 
Transition new series and the 30th anniversary of the launch of the journal. This 
coincidence provides an excellent opportunity to recall several previous publications 
that Statistics in Transition new series occasionally releases as Special Issues, focusing 
on specific topics of current research interest. 

The book includes the following three articles from the recent special issues of the 
journal: 
• Graham Kalton's paper entitled Probability vs. nonprobability sampling: from the

birth of survey sampling to the present day, together with four discussion papers
focusing on current research and future directions of development in the field;

• Malay Ghosh's paper entitled Small area estimation: its evolution in five decades,
together with seven discussion papers;

• A multi-authored paper by Dominik Rozkrut, Włodzimierz Okrasa, Oleksandr H.
Osaulenko, Misha V. Belkindas, and Ronald L. Wasserstein, entitled The
post-conflict reconstruction of the statistical system in Ukraine. Key issues from
an international perspective. This article is based on presentations given during
a special session of the Federal Committee on Statistical Methodology 2022
Research and Policy Conference (Washington, 25–27 October 2022), entitled A
Marshall Plan for Reconstructing National Statistical Offices After Conflict:
Practical Guidance from International Principles.
In addition, the Appendix contains tables of contents and forewords (prefaces) for

each of the selected special issues published in the years 2015–2023: 
• Small Area Estimation I. Statistics in Transition new series and Survey Methodology

Joint Issue, Vol. 16/4 (December 2015). Guest Editors: Raymond Chambers and
Malay Ghosh;

• Small Area Estimation II. Statistics in Transition new series and Survey Methodology
Joint Issue, Vol. 17/1 (March 2016). Guest Editors: Risto Lehtonen and Graham
Kalton;

• Statistical Data Integration. Special Issue, Vol. 21/4 (August 2020). Guest Editor:
Partha Lahiri;
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• A New Role for Statistics. Statistics in Transition new series and Statistics of Ukraine
Joint Special Issue, Vol. 24/1 (February 2023). Editors: Włodzimierz Okrasa and
Oleksandr H. Osaulenko.
All the papers published in Statistics in Transition new series are available on an

open-access basis at https://sit.stat.gov.pl/archives 

Scientific editors 

Prof. Włodzimierz Okrasa 

Editor-in-Chief 
Statistics in Transition new series 

Dr Dominik Rozkrut 

President 
Statistics Poland 
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Graham Kaltona 
 
Probability vs. nonprobability sampling: 
from the birth of survey sampling 
to the present day 1  

Abstract: At the beginning of the 20th century, there was an active debate about random 
selection of units versus purposive selection of groups of units for survey samples. Neyman’s 
(1934) paper tilted the balance strongly towards varieties of probability sampling combined 
with design-based inference, and most national statistical offices have adopted this method 
for their major surveys. However, nonprobability sampling has remained in widespread 
use in many areas of application, and over time there have been challenges to the Neyman 
paradigm. In recent years, the balance has tilted towards greater use of nonprobability 
sampling for several reasons, including: the growing imperfections and costs in applying 
probability sample designs; the emergence of the internet and other sources for obtaining 
survey data from very large samples at low cost and at high speed; and the current ability to 
apply advanced methods for calibrating nonprobability samples to conform to external 
population controls. This paper presents an overview of the history of the use of probability 
and nonprobability sampling from the birth of survey sampling at the time of A. N. Kiær (1895) 
to the present day. 
Key words: Anders Kiær, Jerzy Neyman, representative sampling, quota sampling, hard-to-
survey populations, model-dependent inference, internet surveys, big data, administrative 
records. 

1. Introduction 

This paper presents a selection of the major developments that have taken place over 
the years since social surveys were first introduced in the late 19th century. I restrict 
my coverage to surveys of households and persons and my focus is on the sampling 
methods used to conduct such surveys. Major changes have also taken place in 
modes of data collection, in questionnaire design, and in other aspects of survey 
research over the years, but these topics are outside the scope of this paper. My paper 

 
a  Joint Program in Survey Methodology, University of Maryland, College Park, MD, USA.  

E-mail: gkalton@gmail.com. ORCID: https://orcid.org/0000-0002-9685-2616. 
1 The article was published in Statistics in Transition new series, vol. 24, 2023, 3, pp. 1–22. 
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on the more general theme of survey research over the past 60 years overlaps with 
this paper and gives greater coverage on some topics (Kalton, 2019).  
 The changes that have occurred in methods of survey sampling have arisen for 
many reasons, including developments in sampling theory, the continuing growth 
in computer power (that was non-existent for the first fifty years of survey research), 
new sampling frames, and the problems created by a broader and more challenging 
range of applications of social surveys that has occurred as the potential for survey 
research has been more fully recognized. While acknowledging these changes, it is 
noteworthy that many aspects of the sampling methods that have been superseded 
over time have remained relevant. Indeed, much of the current discussion of the use 
of nonprobability sampling and big data sources has roots in the early days of survey 
research.  
 Without attempting to date the origins of survey research, early applications of 
survey research for studying the social conditions of populations took off in the late 
1800’s. English examples include Charles Booth’s large-scale survey of the social 
conditions of the population of London that was started in 1886, Seebohm 
Rowntree’s survey of working-class poverty in York that was conducted a decade 
later, and Bowley’s survey of working-class conditions in Reading in 1912, which 
he followed up with surveys in four other English towns (three of which were 
 conducted by Burnett-Hurst under Bowley’s direction). See Caradog Jones (1949) 
for the early surveys in England, Converse (2017) for an account of the history 
of survey research in the United States from its beginnings at the turn of the century 
through until 1960, and Stephan (1948) for a history of the use of sampling 
procedures dating back from earlier times through until the 1940’s, primarily in the 
United States. 
 The London and York surveys were complete censuses of the surveys’ target pop-
ulations. As complete censuses, they were deemed statistically acceptable at the time; 
they were known as ‘monographs’ of their local communities. For the London sur-
vey, the target population was households with school-aged children, while for the 
York survey it was households that did not have servants (conducted only in streets 
that were likely to contain households without servants). Bowley had long argued for 
the use of sampling for such surveys, and he played a major role in its adoption 
(Aldrich, 2008). He used sampling for the first time in the five towns surveys, where 
systematic sampling was employed (Bowley, 1913), and he introduced the idea of 
measuring sampling errors for survey estimates. 
 As Kish (1995) notes, the emergence of the field of survey sampling can be dated 
from work led by the Norwegian statistician Anders Kiær, the first Director of 
Statistics Norway. Kiær developed a sampling method that he termed “representative 
sampling”. Kiær’s method of purposive sampling is worth reviewing both for the 
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procedures he devised to make a sample nationally ‘representative’ and for the reac-
tions to the method from statisticians attending meetings of the International 
Statistical Institute (ISI) at the time. The next section provides a brief overview 
of these issues. 

2. Kiær’s representative method of statistical surveys 

Kiær’s sampling methodology is described in detail in his monograph The Repre-
sentative Method of Statistical Surveys, first published in Norwegian in 1897 and 
republished in 1976 with an English translation (Kiær, 1976). The monograph pro-
vides a good deal of detail on the sample designs Kiær developed for two large-scale 
surveys–one on personal income and property (PIP) and the other on living condi-
tions (LC) – as well as reporting the objections to his methods that he received when 
he presented them at ISI meetings. As distinct from the surveys of English towns 
cited above, Kiær aimed to produce survey estimates for the whole of Norway. For 
this purpose, he developed two-stage area sample designs for his surveys: at the first 
stage, he selected a “representative” sample of administrative districts (rural districts 
or counties, towns, and cities); at the second stage, he drew samples of people for 
each survey. The choice of the sampled first-stage units was carefully fashioned to 
give geographical spread and to achieve a good representation of the Norwegian 
population in terms of characteristics collected in the 1891 Population Census (e.g., 
age, marital status, occupation, urbanicity).  
 The sample for the PIP survey was defined as men aged 17, 22, 27, etc. who had 
names starting with certain letters, selected from 1891 census records that were be-
ing processed at the time, with a total sample size of around 11,400 men. The sample 
size for the LC survey was around 80,000 adults. The sample size to be obtained in 
each selected rural county was specified based on calculations from census data; 
within selected counties, the enumerators were instructed to follow certain routes 
and to select different types of houses, but otherwise they were left to make the selec-
tions. In the smaller towns, every 9th, 5th, or 3rd house was selected. An extra sam-
pling stage was introduced in the largest towns. For example, the sample of houses in 
Oslo was selected within a sample of streets. Moreover, a higher proportion of the 
streets with larger populations was included in the sample, but this feature was coun-
terbalanced by the selection of houses at a lower rate in the large streets.  
 The driving objective with Kiær’s approach was to produce a representative sam-
ple that would constitute a microcosm of the Norwegian population. He invented 
some intricate methods to attempt to achieve this objective. His purposive selection 
of first stage administrative units sometimes incorporated ideas of probability pro-
portional to size sampling and subsampling at different rates in compensation, 
thereby avoiding an excessive sample concentration in a few large districts. Similarly, 
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his street sample in Oslo has the same feature. He also employed a simple 2:1 
weighting adjustment to compensate for the smaller proportion of members of the 
rural population in the PIP survey. (Before the advent of computers, anything other 
than simple integer weighting adjustments would have been extremely difficult to 
routinely apply.)  
 Despite his thoughtful approach, Kiær encountered a great deal of criticism of his 
methods when he presented them to the ISI in 1895. The dominant criticism, how-
ever, was not of the representative method, per se, but rather of a sample-based en-
quiry rather than a complete enumeration. In the words of one strong critic, von 
Mayr: “We remain firm and say: no calculations when observations can be made”. 
Kiær also made presentations on the representative method at the 1897, 1901, and 
1903 ISI sessions, at which they were subjected to similar criticisms, together with 
another one. At the 1903 session, von Bortkiewicz reported the results of a signifi-
cance test he had conducted that found that Kiær’s representative samples were not 
truly representative. See Kruskal and Mosteller (1980) for a detailed account of the 
ISI sessions.  
 At the same time, Kiær expertise was under attack at home for the LC survey, 
which was conductedon behalf of a parliamentary labor commission to inform 
a very contentious social security act that would provide highly expensive disability 
insurance. A three-person “critique committee” was established to review the com-
mission’s major recommendation and its statistical basis. One committee member, 
the actuary Jens Hjorth, was extremely critical of Kiær’s statistics, including the sur-
vey design, the representative sample design, and the analysis. The attacks on the 
statistics that Kiær’s produced for the commission were forceful, extensive, and 
widely debated. In the end, based on the results of some new surveys, Kiær admitted 
that he had initially seriously underestimated the extent of disability. After that time, 
representative sampling for large-scale surveys disappeared in Norway. Lie (2002) 
provides an informative account of the rise and fall of Kiær’s representative sam-
pling method. 
 The ISI discussion of survey sampling fell into abeyance until 1924 when the ISI 
appointed a commission for studying the application of the representative method in 
statistics. By that time, the idea of a “partial investigation” was widely accepted. In its 
1926 report (Jensen, 1926), the Commission concluded that a sample was acceptable 
if it was sufficiently representative of the whole. To satisfy this condition the sample 
could be produced either by random selection with equal probability or by purposive 
selection of groups with a representative overall sample. The report also recom-
mended that the survey results should, wherever possible, be accompanied by an 
indication of the errors to which they are liable.  
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3. Neyman’s seminal paper 

In 1934, Neyman presented his classic paper comparing the methods of random and 
purposive selection to the Royal Statistical Society (Neyman, 1934). Covering more 
than the comparison, the paper contained a detailed discussion of a methodology for 
making inferences from random–or, more generally, probability–samples of finite 
populations, including providing a definition of a confidence interval in this context. 
He also critically examined the assumptions made when using data from a purposive 
sample to produce an accurate estimate of a population parameter.  
 He discussed the sample design of purposive selection of groups used by Gini and 
Galvani in selecting a sample of records from the already-processed Italian General 
Census of 1921 that was to be used as the basis for later analysis. For their sample, 
Gini and Galvani (1929) selected a sample of twenty-nine of the 214 districts in Italy, 
balanced on seven covariables (note that departs from Kiær’s stipulation that a large 
wide-spread sample of areas is needed). While the sample worked well for the aver-
ages of the control variables, it often failed to adequately represent the national pop-
ulation for other characteristics, and for the distributions of the control variables. 
These findings led them to raise questions about representative sampling.  
 Neyman’s paper was a watershed for survey sampling, leading to widespread 
adoption of probability sampling, particularly by national statistical offices. It also 
led to the development of an extensive range of sampling methods and the associat-
ed theory applicable to a variety of practical survey problems, as described in the 
several texts on survey sampling that appeared in the 1950’s. The many contribu-
tions of statisticians at the U.S. Census Bureau led by Morris Hansen are particularly 
noteworthy; see, for example, the two-volume text by Hansen, Hurwitz, and Madow 
(1953). Statisticians active in research on sample designs for agricultural surveys, 
such as Yates in England and Mahalanobis in India, also made important contribu-
tions to the advancement of the subject. The sampling text by Yates (1949) was 
among the first books on survey sampling methods. In 1950, Mahalanobis went on 
to establish and lead the famous socio-economic National Sample Survey (NSS) of 
India. An interesting feature of the NSS sample design was that the sample was com-
posed of four replicate samples. The survey results were presented for each replicate 
separately as well as for the full sample, with the aim of communicating to readers an 
indication of the amount of sampling error in the survey estimates (see, for example, 
Mahalanobis, 1946). This was thus a forerunner of variance estimation using replica-
tion methods.  
 Note that perfect application of Neyman’s design-based inference for probability 
sampling depends on:  
• The availability of a sampling frame that provides complete coverage of the finite 

target population; 
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• A sample design that assigns known and non-zero selection probabilities to every 
element in the target population; 

• Survey responses from every sampled unit; and 
• The use of survey weights in the analysis to compensate for unequal selection 

probabilities. 
 Under these conditions (and assuming no response errors), survey estimates can 
be computed that are design-consistent estimates of the population parameters 
without the need to make any assumptions about the characteristics of the survey 
population. Model assumptions made about the population structure may be used to 
make the sample design more efficient or in the computation of the survey estimates, 
but the consistency of the survey estimates remains irrespective of the validity of the 
model. What the model assumptions do affect is the precision of the survey esti-
mates. For example, in a stratified sample, if the sampling fraction in a stratum is set 
at a higher rate because the elements in a stratum are incorrectly modeled to be more 
variable, the (weighted) sample mean will still be unbiased, but it will be less precise 
than if the stratum element variance has been correctly modeled. Similarly, if a set of 
auxiliary variables 𝑿𝑿 is available for all population elements, and a function of the 
𝑥𝑥′𝑠𝑠, 𝑓𝑓(𝑿𝑿), is used as a working model to predict the survey variable 𝑦𝑦, then the finite 
population total may be estimated by  
 
 𝑌𝑌�𝑑𝑑 = 𝛴𝛴𝑈𝑈𝑓𝑓(𝑋𝑋𝑖𝑖) + 𝛴𝛴𝑠𝑠𝑤𝑤𝑖𝑖𝑒𝑒𝑖𝑖 , (1) 
 
where 𝛴𝛴𝑈𝑈 and 𝛴𝛴𝑠𝑠 denote summations over the population and sample respectively, 
𝑓𝑓(𝑿𝑿𝑖𝑖) denotes the model estimate of 𝑦𝑦𝑖𝑖  using the sample estimates of the unknown 
model parameters, 𝑒𝑒𝑖𝑖 = 𝑦𝑦𝑖𝑖 − 𝑓𝑓(𝑿𝑿𝑖𝑖), and the weight 𝑤𝑤𝑖𝑖 is the inverse of element i ’s 
selection probability. By including the weighted estimate of the population total of 
the 𝑒𝑒𝑖𝑖’s in this estimate, 𝑌𝑌�𝑑𝑑 is a consistent estimator of the population total 𝑌𝑌 irre-
spective of the suitability of the working model; the choice of working model affects 
only the precision of the estimate  𝑌𝑌�𝑑𝑑. This estimator is model-assisted, using the 
terminology coined by Sӓrndal, Swensson, and Wretman (1992), but it is not model-
dependent. For simple random sampling, Cochran (1953) gave an early example of 
a model-assisted estimator with the ratio estimator 𝑌𝑌� = (𝑦𝑦� �̅�𝑥⁄ )𝑋𝑋, where 𝑋𝑋 denotes 
the population total for the auxiliary variable 𝑥𝑥. An additional, important, feature of 
design-based inference is that estimates of the variances of sample estimates can be 
computed from the sample itself.  
 While the lack of dependence of design-based inference on model assumptions is 
the major attraction of probability sampling, it needs to be acknowledged that prob-
ability sampling is rarely perfectly executed in practice. There are two main sources 
of imperfection: noncoverage and nonresponse. Noncoverage, which arises because 
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the sampling frame fails to include some elements of the target population, is wide-
spread and its magnitude is often underrated. Area sampling is widely used in social 
surveys, selecting a probability sample of geographical areas, listing the households 
or dwelling units in the sampled areas, selecting a probability sample of households, 
and selecting either all or a probability sample of persons in those households. Even 
when the sample of areas provides complete geographical coverage, noncoverage 
arises often from incomplete listing of households or dwelling units within 
sampled areas, and from incomplete listing of persons within sampled households. 
Nonresponse occurs when a sampled element fails to provide acceptable responses 
to some or all the survey questions. In the early years of probability sampling, 
response rates were high, and these two sources of imperfection were treated as 
minor blemishes that received little attention. They were either ignored or treated 
by simple weighting adjustments (simple, in part because more complex adjustments 
were computationally infeasible at the time). 
 Probability sampling has two main drawbacks to be balanced against the theoreti-
cal attractions of design-based inference: cost and timeliness. The extra costs of 
probability sampling include the costs of tracking down sampled individuals, includ-
ing repeat calls when the individual is not initially available. When area sampling is 
used, the sampling costs also include the costs of listing units within sampled areas. 
For similar reasons, collecting survey data from a probability sample takes longer, 
making the production of the survey estimates less timely. Timeliness is important 
for all surveys, but particularly for surveys where the results are highly time-
dependent, such as political polls, surveys of outbreaks of certain infections, and 
surveys of areas that have experienced a recent disaster. 
 A variety of less rigorous sampling methods are used in an attempt to apply 
a probability sampling approach to address these drawbacks. However, since all 
these methods require modeling assumptions, none of them can be classified as 
probability sampling. For convenience, they are called ‘pseudo-probability’ methods 
in what follows. In the early days of design-based inference, the quasi-probability 
sampling method known as quota sampling was widely used in market research and 
in other applications. That method is described in Section 4. Three other quasi-
probability sampling methods are described briefly in Section 5. 

4. Quota sampling 

To set the scene for the need for imposing quota controls on a sample of the general 
population, consider the infamous Literary Digest Poll of 1936. To forecast the out-
come of the 1936 U.S. Presidential Election, the Literacy Digest mailed a question-
naire to a sample of ten million individuals selected from telephone directories, lists 
of automobile owners, and registered voters. The results obtained from the two mil-
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lion respondents indicated a clear-cut victory for Alf Landon with 57 percent of the 
vote, whereas in fact Franklin Roosevelt won with 61 percent of the vote. The upper-
class bias of the sample, and of the respondents within the sample, is a major part of 
the explanation of the discrepancy between these percentages. No weighting adjust-
ments were employed to attempt to address the bias at the time. (Lohr and Brick, 
2017, reweighted the sample using respondents’ reports of their voting in the 1932 
election, and these adjustments led to a correct prediction of the outcome, but the 
estimate of the vote for Roosevelt still fell far short of the actual vote.) This study 
serves to demonstrate that a large sample size does not necessarily yield good esti-
mates. See Converse (2017) for more details.  
 Market researchers and pollsters developed the methods of quota sampling sepa-
rately from the developments in probability sampling, with the aim of addressing the 
biases from uncontrolled sampling. There are various forms of quota sampling, with 
the essence of all of them being to control the types of persons to be interviewed. 
Interviewers are instructed to make their samples of respondents conform to speci-
fied quota controls by such characteristics as sex, age group, and employment status. 
The controls could be independent (e.g., so many men and so many women, so 
many persons over 35 and so many persons 35 years of age or less) or the numbers 
to be interviewed could be interrelated (e.g., so many men over 35, so many women 
over 35). Sudman (1966) describes a method of quota sampling for national face-to-
face interview surveys that he termed “probability sampling with quotas”. He em-
ployed the four quota control groups of men under 35, men 35 and older, employed 
women and unemployed women, with the control groups chosen to give appropriate 
representation to young men and employed women. See also Stephenson (1979). 
The interviewing field force would generally be distributed across the country in 
a balanced way, either in areas selected to be representative, along the lines employed 
by Kiær, or in areas selected by a probability sample design. Sometimes additional 
controls are imposed, for example specifying the routes the interviewers were to 
follow, with no more than one person sampled in any household. Quota controls can 
also be applied in telephone surveys, mall intercept surveys, internet surveys (see 
Section 6), and other types of survey.  
 Quota sampling has two main advantages over probability sampling: cost and 
timeliness. Quota sampling is less costly because interviewers do not need to chase 
up elusive sampled units and because it avoids the costs of sampling specific house-
holds or persons (often including the associated listing costs). For the same reasons, 
a quota sample can be speedily fielded, and the data collected more rapidly than with 
a probability sample.  
 Quota sampling is a form of nonprobability sampling that assumes that the re-
spondents in a quota group are an equal probability sample of the population in that 



G. KALTON    Probability vs. nonprobability sampling: from the birth of survey sampling to the present day 

 

17 

group. Note that this assumption also assumes that nonrespondents in the group are 
missing at random; nonresponse occurs with quota sampling, in essence with re-
spondents substituted for the nonrespondents. Studies that have been conducted to 
evaluate quota sampling have found that the results are often similar to those pro-
duced by probability sampling, but this is not always the case (see Moser and Stuart, 
1953, also Moser and Kalton, 1971; Stephan and McCarthy, 1958). For further refer-
ences on quota sampling, see Kruskal and Mosteller (1980). 
 Random Route Sampling. Random route, or random walk, sampling is another 
quasi-probability sampling method that avoids the cost of, and associated time in-
volved with, the listing operation. There are various versions of this method, but 
each starts with a random selection of a starting household and the interviewers then 
follow specified rules for walking patterns to follow and selection methods to use for 
serially identifying the subsequent households. The method has often been used in 
Europe and it is used in the Expanded Programme of Immunization (EPI) sampling 
method described in Section 5. Bauer (2014, 2016) discusses the selection errors that 
can occur with random route sampling and demonstrates that the method does not 
produce an equal probability sample, as its users generally assume.  

5. Pseudo-probability sample designs for “hard-to-survey 
populations” 

Recent years have seen a major increase in the use of social survey methods to study 
the characteristics of “hard-to-survey populations” (Tourangeau, Edwards, Johnson, 
Wolter, Bates, 2014). Such populations are of various types, but all comprise only 
a small proportion of the general population and a population for which there is no 
separate sampling frame. This section presents three examples of sample designs for 
such populations. The first example is an inexpensive method that has been very 
widely used for vaccination surveys of the extremely rare population of 1-year-old 
children. The other two examples describe methods for sampling rare populations 
where membership of that population is a sensitive characteristic.  

a. The EPI sampling method 

 For almost 50 years, the World Health Organization’s Expanded Programme on 
Immunization (EPI) has used simple, inexpensive, sample designs in developing 
countries for measuring childhood immunization at the district level. Many thou-
sands of EPI surveys have been conducted over this period, and the sample design 
has evolved over time. The sample design is a two-stage sample of clusters of com-
munities (e.g., villages, towns, health service districts) that are sampled with outdated 
measures of estimated population sizes, with samples of eligible children selected 
within selected communities. The standard overall sample size is small, with the 
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selection of 30 clusters and 7 children in each cluster. The design is often known as 
30 × 7 design. Except in smaller communities, no household listings are made. In-
stead, the interviewer goes to the center of the village, chooses a random direction by 
spinning a bottle on the ground, and counts the number of households in that direc-
tion to the edge of the community. The interviewer then chooses a random number 
(for instance, from the numbers on a banknote) to identify the first sampled house-
hold. The second sampled household is then the one closest to the first, and so on, 
sequentially until survey data are collected on seven eligible children. Levy and 
Lemeshow (2008, pp. 427428) describe the EPI sampling methods and Bennett 
(1993) describes some of the modifications to the original method.  
 The US Centers for Disease Control and Prevention (CDC) recommends a prob-
ability 30 × 7 sample design for its rapid needs assessment tool, the Community 
Assessment for Public Health Emergency Response (CASPER) program. In this case, 
the clusters are generally census blocks with counts of households obtained from the 
U.S. Census Bureau or by using a GIS program for use in the PPES selection of thirty 
clusters. The fieldworker counts or estimates the number of households in a sampled 
cluster, divides that number by seven to give the sampling interval for systematic 
sampling, proceeds to select the sample from a random starting point, selecting sub-
sequent households using a serpentine walking procedure. A crude weighting 
adjustment is proposed for use in the data analysis. Details are provided by CDC 
(2019). 

b. Venue-based sampling 

 Venue-based sampling (also known as location sampling, time-space sampling, 
center sampling, and intercept sampling) is used for sampling members of a rare 
population at places that they frequent. It is applicable for rare populations that visit 
certain locations. It can be used to survey nomadic populations and for sampling 
hidden rare populations where the membership of that population is a sensitive 
matter. The method requires the construction of a frame of locations and a decision 
on the overall time period for the survey, selecting a sample of location/time periods 
for data collection, and selecting all or a sample of members of the survey population 
visiting each sampled location in the sampled data collection time period (Kalton, 
1991). Two issues of concern arise when sampling hidden populations. One relates 
to the population coverage provided by the frame of locations and the overall time 
period: What proportion of the population will fail to visit any of the locations in 
that time period? Another issue relates to the multiplicity problem: How to account 
for the variability in the numbers of visits made to any of the locations by different 
sample members during the overall time period? These numbers are needed for use 
in weighting to compensate for unequal selection probabilities, but they are un-
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known. At best, they can be estimated by asking respondents questions about their 
general frequencies of visiting the locations. See MacKellar, Gallagher, Findlayson, 
Lansky, and Sullivan (2007) for a description of the sampling methods used for sur-
veying men who have sex with men (MSM) in a number of metropolitan areas in the 
United States. 

c. Respondent driven sampling 

 Respondent driven sampling (RDS) is a form of link-trace sampling that selects 
the sample based on the social networks that exist for some populations. RDS has 
become a popular method for sampling rare hidden populations that have this fea-
ture, such as injection drug users and sex workers. The method starts by identifying 
a small set of members of the population of interest, who serve as seeds for the sub-
sequent sample. The seeds respond to the survey, including responding to a question 
asking how many members of the survey population they know. They are then asked 
to recruit a set number of members of that population for the survey, the alters. The 
alters then go through the same process, recruiting further sample members. Under 
idealized circumstances, Heckathorn (1997) has shown that RDS produces a proba-
bility sample. However, the many conditions required for this to apply will not hold 
in practice (Gile and Hancock, 2010).  

6. Internet surveys 

Recruiting the sample via the internet is a relatively recent approach for conducting 
social research. This approach has become extremely popular and has led to several 
alternative methods. See, for example, Baker, Blumberg, Brick et al. (2010) for 
a review of these methods. Surveys based on internet sampling have the great attrac-
tions of obtaining responses from large samples at low cost and high speed. How- 
ever, their nonprobability sampling methods raise concerns about potential biases in 
the survey estimates. Those without, or with limited, access to the internet are ex-
cluded from these surveys and the survey respondents are clearly not a representa-
tive sample of the general population.  
 One form of internet sampling, known as river sampling, attaches invitations to 
participate in a survey on a number of internet sites, usually with offers of some 
form of compensation. The biases in the sample selection process make the repre-
sentativeness of the sample highly questionable. Questions also need to be raised 
about the honesty and thoughtfulness of the responses. 
 Another form of internet sampling employs an opt-in internet panel. (An opt-in 
internet panel is distinct from an internet panel that selects a household panel by 
probability sampling and then conducts many data collections from the panel over 
time, albeit typically with low response rates). Extremely large numbers of people are 



Current challenges in survey research 

 

20 

recruited for opt-in internet panels to be available to be approached to respond to 
surveys over time, sometimes as one of a range of services they may be asked to pro-
vide, in exchange for a payment for their services. The panel members can then be 
selected for invitation to respond to a given survey based on their responses to the 
screening instrument used in their recruitment.  
 In some ways, these large-scale nonprobability internet surveys bring to mind the 
abysmal results obtained from the 1936 Literacy Digest Poll referred to early. How-
ever, there are two major differences from the uncontrolled sample in the Digest 
Poll. One is the attempt to select a representative quota sample in design with inter-
net panels. The other is the use of weighting adjustments in the analysis to achieve 
the same purpose. Before around 1970, lacking today’s computers, complex calibra-
tion weighting adjustments were infeasible, but now advanced adjustment methods 
have been developed and are readily employed for both probability samples (particu-
larly those with low response rates) and for nonprobability samples. With river sam-
pling, a limited number of variables can be collected as part of the data collection for 
use in calibrating the sample to known or estimated population characteristics. The 
data collected in the screening instrument for an on-line panel can provide a much 
greater range of variables that can be used in sample selection and in the application 
of complex calibration adjustments to make the weighted sample correspond to 
a wide range of external controls. Nevertheless, serious doubts will persist about 
whether external data are available for the key auxiliary calibration variables at the 
population level or for a probability sample of that population, and whether the 
responses to the on-line survey can be treated as equal to the responses from the 
external source. Thus, for any given survey estimate, there must be concerns about 
how representative the nonprobability sample members are of the general popula-
tion within the controls imposed in design or weighting. There will inevitably re-
main some residual biases of unknown magnitude and, with large samples, these 
biases can have a dominant influence on the level of accuracy of the survey estimates 
(Meng, 2018; Kalton, 2021, pp. 136–137). 

7. Model-dependent inference 

In 1976, Fred Smith–my late friend and colleague at the University of Southampton 
at that time–wrote a paper reviewing the foundations of survey sampling in which he 
raised the question of why finite population inference should be so different from 
inference in the rest of statistics. His view at the time was that ‘survey statisticians 
should accept their responsibility for providing stochastic models for finite popula-
tions in the same way as statisticians in the experimental sciences’ (Smith, 1976); 
he moderated his position in a subsequent paper (Smith, 1994). Smith (1976) and 
papers by Brewer (1963), Royall (e.g., 1970, 1976) and others led to a spirited and 
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longstanding debate about the choice between design-based (model-assisted) infer-
ence and model-dependent (or model-based) inference. I was a discussant of Fred’s 
1976 paper and I subsequently published two papers on the role of models in survey 
sampling inference, with a defense of design-based inference in most circumstances 
applicable in large-scale social surveys (Kalton, 1983, 2002). However, models are 
needed to deal with the sampling imperfections of noncoverage and nonresponse, 
and they are needed for subgroup analyses in which the sample sizes are not ade-
quate to provide design-based estimators of adequate precision. With the large de-
cline in response rates that has occurred since the 1970’s, it is no longer possible for 
survey statisticians to treat nonresponse as a minor blemish that can be brushed 
under the carpet in using design-based inference. I will return to this point later. 
 The model-dependent approach has led to the development of the prediction 
approach to survey inference. With this approach, an estimate of the population 
total 𝑌𝑌 is given by  
 
 𝑌𝑌�𝑚𝑚 = 𝛴𝛴𝑖𝑖∈𝑠𝑠𝑛𝑛 𝑦𝑦𝑖𝑖 + 𝛴𝛴𝑖𝑖∉𝑠𝑠𝑁𝑁 𝑓𝑓(𝑿𝑿𝑖𝑖) (1) 

 
where the first summation is over the observed values in the sample 𝑠𝑠 of size 𝑛𝑛 and 
the second summation is over the model predictions of the y  values for the 
nonsampled elements in the population. For comparison with the model-assisted 
design-based estimator 𝑌𝑌�𝑑𝑑 in (1), the model-dependent estimator may be expressed 
as 𝑌𝑌�𝑚𝑚 = 𝛴𝛴𝑠𝑠𝑒𝑒𝑖𝑖 + 𝛴𝛴𝑈𝑈𝑓𝑓(𝑿𝑿𝑖𝑖). In practice, greater care is used to develop the model for 
𝑌𝑌�𝑚𝑚 than is the case in developing the working model for 𝑌𝑌�𝑑𝑑. If the same model is 
used, 𝑌𝑌�𝑚𝑚 likely has lower variance than 𝑌𝑌�𝑑𝑑 . However, 𝑌𝑌�𝑚𝑚 has a design bias if the 
model is mis-specified, as is always the case to some extent, and the magnitude of the 
bias is unknown. The texts by Valliant, Dorfman, and Royall (2000) and Chambers 
and Clark (2012) describe the prediction approach in detail. The first chapter of 
Valliant et al. (2000) provides a useful review of design-based and model-based in-
ference and includes further references. Note that the equation for 𝑌𝑌�𝑚𝑚 does not in-
clude selection probabilities (except possibly for estimating the model parameters) 
and does not require a probability sample. However, as Valliant, Dorfman, and 
Royall (2000, pp. 19–22) argue, randomization has the benefit of giving some 
protection against imbalance in factors uncontrolled in the design. 

In my experience, until recently the prediction approach has had limited utility 
for large-scale social surveys of households and persons for the following reasons:  
1. As distinct from surveys of establishments, there are generally little, if any, data 

available from the sampling frame about every member of the target population 
for use in the prediction models. Although some countries maintain up-to-date 
population registers that contain a selection of individual characteristics, in many 



Current challenges in survey research 

 

22 

countries area sampling is used, with frame construction for individuals or house- 
holds being performed only in selected areas. In these latter countries, no frame 
data is available for all members of the target population.  

2. Social surveys are multipurpose in nature. They collect survey data on many va-
riables, often numbering in the hundreds, and these data are analyzed in many 
ways, producing thousands of estimates. As a rule, these surveys are primarily 
conducted to produce descriptive estimates of parameters of the survey’s finite 
population. These estimates need to be produced rapidly and to be consistent with 
each other. (These days, analytic estimates are also often produced, mostly 
through secondary analyses–see section 7). 

3. A large proportion of the variables collected in social surveys are categorical 
in nature. They often cannot be as well predicted from auxiliary data as is the case 
with some of the continuous variables collected in business surveys. 

 However, even with large-scale social surveys, model-dependent estimation has 
a role to play in the production of descriptive estimates for small subclasses for 
which the sample sizes are too small to yield design-based estimates of adequate 
precision. This situation occurs particularly when the subclasses are geographical-
defined administrative areas. The growth of interest by policy makers and others in 
separate estimates for administrative districts of all sizes has led to the development 
of the subject known as small area estimation. For many years, small area estimates, 
which are obtained using model-dependent prediction methods, were viewed with 
considerable skepticism by design-based statisticians but they have now become 
widely accepted in many fields of application. Ghosh (2020) gives a history of the 
development of small area estimation over five decades and Rao and Molina (2015) 
give a detailed description of this large and growing field.  
 The theoretical developments in model-based inference have now become in-
creasingly relevant for social surveys to address the sampling imperfections and 
limitations with probability samples, and for the analyses of nonprobability samples; 
the use of nonprobability sampling for social research has grown rapidly in recent 
years, in particular for internet surveys.  

8. Analytic uses of survey data 

As computing power and software came into widespread use in the 1970’s, survey 
data collected using complex sample designs were used, mostly in secondary 
analyses, to produce analytic statistics that studied the relationships between varia-
bles, often looking for causal connections. Initially, multiple regression was the main 
form of analysis, with interest directed to the magnitude of the regression co- 
efficients. Many analysts argued that their interest in the results of these analyses was 



G. KALTON    Probability vs. nonprobability sampling: from the birth of survey sampling to the present day 

 

23 

not for the specific finite population surveyed, but rather as estimates of super-
population parameters of universal generality, and that, with the “correct” model, 
aspects of the sample design were irrelevant. From this perspective, probability 
 sampling of the finite population becomes irrelevant and, unless survey weights and 
clustering were important as predictor variables, their inclusion in the analysis in 
a standard design-based way serves only to lower the precision of the estimated 
regression coefficients. The counter position was that no model is totally correct and 
that the estimation of the population regression coefficients, often termed census 
parameters, using the survey weights provides a safer approach. There is extensive 
literature on this topic. See, for example, DuMouchel and Duncan (1983).  
 Over time, the use of regression methods with survey data has been extended to 
include a wide range of regression models and other multivariate analysis techniques 
such as categorical data analysis, multilevel modeling, and longitudinal analyses. It is 
outside the scope of this paper to describe the application of these methods with 
complex survey data. See Skinner, Holt, and Smith (1989), Chambers and Skinner 
(2003). Applications of a range of multivariate methods with complex survey data 
are well described in the texts by Korn and Graubard (1999) and Heeringa, West, 
and Berglund (2017). 

9. Administrative records and big data 

A great deal of attention has been paid recently to the use of administrative records 
as an alternative source of research data. There are obvious serious issues of privacy 
and confidentiality to be addressed when government-maintained administrative 
data are used in this way. For this reason, this approach is particularly suited to re-
searchers in government agencies. The approach has notable potential attractions in 
terms of cost and sample size, but it needs to be recognized that it has its limitations. 
For instance, what is the coverage of the frame of the records, especially regarding 
program enrollment versus eligibility? Do the records contain the data needed to 
measure the concepts as the researcher would like to define them? Are the record 
data measured consistently across the population, or are there differences in the 
procedures used in different administrative areas? Are the data measured consistent-
ly over time to enable time series data to be validly analyzed? How might changes in 
program rules affect temporal comparisons? How long is the period between data 
collection and the researcher’s access to an analyzable dataset? Do the records con-
tain the full set of variables needed for the analyses? In many cases, a single set of 
administrative records does not contain all the variables needed for the analyses. 
In this situation, it may be possible to link two or more sets of records, but record 
linkage problems need to be overcome and greater issues of confidentiality must be 
addressed.  
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 How accurate are the data recorded in the records? Survey researchers have de-
voted a great deal of effort to training a relatively small number of interviewers to 
ask and record respondents’ answers in a standard way. The situation is different 
with administrative records. Charlie Cannell, my late friend and colleague at the 
University of Michigan’s Survey Research Center, had the following quotation from 
Josiah Stamp (1880–1941) in a plaque on his office wall: 

“The government are very keen on amassing statistics. They collect them, add them, raise them 
to the nth power, take the cube root and prepare wonderful diagrams. But you must never for-
get that every one of these figures comes in the first instance from the village watchman, who 
just puts down what he damn pleases.”  

 While not claiming that current administrative records are as bad as this quota-
tion might suggest, those who use such records for statistical purposes should care-
fully assess their quality and the distortions to which they may be subjected. See the 
paper by Hand (2018) and the ensuing discussion for a detailed discussion of the 
advantages and limitations of administrative records for research purposes.  
 In addition to government-maintained administrative records, there are other 
sources of social research data. In some cases, nongovernment records, such as those 
maintained by private organizations, may contain relevant information. However, 
they are subject to similar quality concerns, and access to the records may be hard to 
obtain. There are also sources of big data that occur on a flow basis, such as from 
linking cell phones to their GPS locations. The cell phone locations can be used to 
provide information about commuter times and even about long-distance travel 
trips if the home location is identified. Another source of big data is from scrapings 
on the web. Google Flu Trends (GFT) is a well-known and cautionary example. By 
analyzing extremely large numbers of flu-related searches on the web, Google devel-
oped models to predict local flu outbreaks in real time, avoiding the inevitable delay 
with other data sources. However, the models have since been found to fail (Lazer, 
Kennedy, King, and Vespignani, 2014), which serves as a warning that the apparent 
attraction of very big datasets can be illusory. For another example, see Bradley, 
Kuriwaki, Isakov, Sejdinovic, Meng, and Flaxman (2021).  

10. Concluding remarks 

As illustrated in previous sections, the choice between purposive selection and prob-
ability sampling was a subject of debate in the early period of survey research. It was 
not until after Neyman’s (1934) paper that probability sampling and design-based 
inference were established as the gold standard for large-scale surveys conducted by 
national statistical offices. With a perfectly executed probability sample and no 
response error, the analyst has the security of being able to report the survey findings 
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as being subject only to a measurable degree of sampling error, whereas with 
nonprobability sampling the analyst can always be challenged that a purposive 
sample is not representative of the population with respect to the variables of 
analytic interest.  
 The preeminence of probability sampling for government surveys in the years 
from 1940 to, say, 2010 was not universal. There are costs incurred with probability 
sampling and a probability sample takes more time to draw and data collection takes 
longer. As illustrated in earlier sections, failures to devise probability sampling 
methods that can be applied with acceptable cost and timeliness for certain popula-
tions has given rise to the development of shortcut methods that depart in varying 
degrees from rigorous probability sampling.  
 In the early days, the idea of a “representative sample” was restricted to a sample 
that was representative in its design, as was the case with Kiær’s designs. The use of 
weighting adjustments in the analysis to achieve representativeness was seldom con-
sidered. The failure of the Literacy Digest poll in predicting the result of the U.S. 
Presidential election made clear that an extremely large unrepresentative sample 
could, without weighting adjustments, yield bad results. 
 Over the years, the implementation of probability sampling in social surveys has 
been increasingly challenged in many–but not all–countries by a steady decline in 
the willingness of the public to participate in surveys. Despite greater efforts to en-
courage response, response rates have declined dramatically in recent years. In reac-
tion, greater efforts have been made to compensate for nonresponse, with major 
advances in the techniques employed. While replication methods of variance estima-
tion can be applied to reflect the effect of the use of these techniques on the precision 
of the survey estimates, their use results in lower precision. Furthermore, the non- 
response adjustment model cannot be assumed to be “correct,” and the extent of any 
remaining nonresponse bias cannot be assessed. With its current heavy reliance on 
nonresponse models, in many countries probability sampling with design-based 
inference no longer retains its status as the undisputed gold standard. Moreover, the 
current levels of nonresponse have led to a marked increase in the costs of conduct-
ing a survey with probability sampling, both because of the increase in the initial 
sample size needed to produce the required sample size and because of the increased 
efforts to counteract nonresponse. For example, in the U.S. random digit dialing 
(RDD) was widely used with telephone surveying in the later part of the last century 
and the early part of this one because of the cost-efficiency of this modality (particu-
larly for surveying rare populations). However, response rates for RDD surveys have 
plummeted to a level as low as 10 to 20 percent, largely ruling out this form of sam-
pling. 
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 With the security of model-free probability sampling with design-based inference 
now a thing of the past, model-dependent methods appear to be taking on a major 
role in social statistics. Research on making valid inferences from nonprobability 
samples is ongoing (see, for example, Valliant, 2020). Models are increasingly used 
to analyze data from a combination of data sources, including survey data from 
probability and nonprobability samples, administrative records, and other sources of 
big data. Thus, there is much research currently underway on making inferences 
from combinations of probability and nonprobability samples and from probability 
samples and other data sources (Kim and Wang, 2019; Beaumont and Rao, 2021; 
Rao, 2021), 
 In summary, after a long period in which probability sampling methods have 
dominated, the current situation is in a state of flux. New methods involving 
nonprobability sampling, internet sampling, administrative records, and big data are 
under constant modification and development. Brackstone (1999) lists six aspects of 
data quality for a statistical agency that remain applicable: relevance (how well the 
data meet the needs of the clients); accuracy (including both bias and variance); 
timeliness (time between the reference point and the time of data availability); 
interpretability (availability of relevant metadata); and coherence (ability to bring the 
data into a broader framework, including over time). The new data collection 
methods need to be assessed against these measures and, furthermore, the extensive 
research on response errors that has been conducted in the past now needs to be 
applied with the new methods of data collection. This is an exciting and challenging 
time for survey methodologists.  
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Danny Pfeffermanna 
 
Comments on Probability vs. nonprobability 
sampling: from the birth of survey sampling 
to the present day by Graham Kalton1  

I like to congratulate Professor Kalton for writing this very constructive article on 
probability versus nonprobability sampling. I learned a lot from reading it. In what 
follows, I add a few comments on this topic. 
1. Professor Kalton emphasizes the issue of representative samples. In my view, 

probability samples and obviously nonprobability samples are practically never 
representative, even if balanced in advance on certain control (covariate) varia-
bles. A major reason for this is nonresponse, which might be “not missing at 
random” (NMAR), in which case the response probabilities depend on the target 
study variable, even after conditioning on known covariates. However, even in the 
case of simple random sampling and complete response, the actual sample may 
not be representative with respect to the unknown study variables, simply because 
of the randomness of the sample selection, unless the sample size is sufficiently 
large. Clearly, this problem worsens when sampling with unequal probabilities. 
Classical design-based theory overcomes this problem by restricting the inference 
to the randomization distribution over all possible sample selections. Thus, an 
estimator of a population mean is unbiased if its average over all possible samples 
that could have been drawn equals the true population mean, but in practice, we 
only have one sample. The use of models does not solve this problem either. 
A good model has to account for the sampling probabilities and the model 
assumed for the population values, and the inference need to account for both 
stochastic processes. As illustrated in many articles, ignoring the sampling process 
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when fitting models to the sample data results with biased estimators of the model 
parameters in the case of informative sampling, by which the sampling probabili-
ties are correlated with the outcome variables, again after conditioning on the 
model covariates. See, e.g. Pfeffermann and Sverchkov (1999) for empirical illu-
strations. In the case of NMAR nonresponse, the model has to account also for 
the unknown response probabilities.  

2. The problem of nonresponse is indeed troubling and requires the use of models 
in the case of NMAR nonresponse, even in the case of design-based inference. 
The use of a response model enables to adjust the base sampling weights by the 
inverse of the estimated response probabilities, viewed as a second stage of the 
sampling process. I should say though that unlike a common perception, the re-
sponse model can be tested, by testing the model of the study variable holding for 
the responding units, which accounts for the sampling design and the response. 
See, e.g. Pfeffermann and Sikov (2011).  

3. Professor Kalton discusses the pros and cons of internet surveys “standing on 
their own”. I like to add that internet surveys are often used as one, out of several 
possible modes of response. For example, a questionnaire is sent to all the sam-
pled units. It encourages them to respond via the internet. Those who do not re-
spond are approached by telephone. When no response is obtained, an inter- 
viewer is sent for a face-to-face interview.  

4. A well-known problem with this procedure is of mode effects; different estimates 
obtained from the respondents to the different modes, either because of differen-
ces between the characteristics of respondents responding with the different 
modes, (selection effect), or because of responding differently by the same sam-
pled unit, depending on the mode of response (measurement effect). Several 
approaches to deal with this problem have been proposed in the literature. See, 
e.g. De Leeuw et al. (2018) for a comprehensive review. 

5. My last 2 comments refer to inference from nonprobability samples:  
6. Denote by 𝑆𝑆𝑁𝑁𝑁𝑁 the nonprobability sample. Rivers (2007) proposes to deal with the 

possible non-representativeness of 𝑆𝑆𝑁𝑁𝑁𝑁 by the use of sample matching. (Rivers con-
siders a Web sample as the nonprobability sample but here I extend the idea to 
a more general nonprobability sample.) The  approach consists of using a probabili-
ty (reference) sample 𝑆𝑆𝑅𝑅 from the target population, drawn with probabilities 
𝜋𝜋𝑘𝑘 = 𝑃𝑃𝑃𝑃(𝑘𝑘 ∈ 𝑆𝑆𝑅𝑅), and matching to every unit 𝑖𝑖 ∈ 𝑆𝑆𝑅𝑅 an element 𝑘𝑘 ∈ 𝑆𝑆𝑁𝑁𝑁𝑁, based on 
known auxiliary (matching) variables x. Denote by 𝑆𝑆𝑀𝑀 the matched sample. Suppo-
se that it is desired to estimate a population total of a study variable 𝑌𝑌, based on 
measurements {𝑦𝑦�𝑗𝑗 , 𝑗𝑗 ∈ 𝑆𝑆𝑁𝑁𝑁𝑁}. Estimate, 𝑌𝑌�𝑇𝑇 = ∑ 𝑤𝑤𝑗𝑗𝑦𝑦�𝑗𝑗;𝑤𝑤𝑗𝑗 = (1/𝜋𝜋𝑗𝑗)𝑗𝑗∈𝑆𝑆𝑀𝑀 . Clearly, 
the base sampling weights can be modified to account for nonresponse. 
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7. This is an intriguing approach, but its success depends on the existence of a refe-
rence probability sample 𝑆𝑆𝑅𝑅, which allows sufficiently close matching, and igno-
rability of membership in the nonprobability sample 𝑆𝑆𝑁𝑁𝑁𝑁, conditional upon the 
matching variables. I do not know whether this approach is used in practice, but 
I think that it deserves further investigation, with proper modifications. 

8. The last two decades have witnessed the rapid growing of data science. One of the 
facets of this growth is that some people are agitating that the existence of all sorts 
of “big data” and the new advanced technologies that have been developed to 
handle these data, will soon replace the use of sample surveys. In an article I pu-
blished in 2015, I overviewed some of the problems with the use of big data for the 
production of official statistics but clearly, when such data sources are available, 
accessible and timely, they cannot and should not be ignored. Big data can be 
viewed as a big, nonprobability sample, which for all kinds of reasons is not repre-
sentative of the target population, and relying just on them can yield biased infe-
rence. Integrating big data with surveys is a major issue for research. See, e.g. Kim 
and Zhonglei (2018) and Rao (2021) for possible approaches, with references to 
other studies.  

I conclude my discussion by congratulating Statistics in Transition for its 30th
  

anniversary and the publication of its 100th issue. This is one of the best journals 
of its kind and I wish it to continue prospering in the coming years.  
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Risto Lehtonena 
 
Comments on Probability vs. nonprobability 
sampling: from the birth of survey sampling 
to the present day by Graham Kalton1 

I would like to congratulate Professor Graham Kalton for his significant and inspir-
ing article entitled as “Probability vs. Nonprobability Sampling: From the Birth of 
Survey Sampling to the Present Day”. The article provides an elegant overview of the 
history of survey sampling, covering the purposive approaches that dominated the 
sampling field in the early days but from the 1940s, at least in official statistics, were 
gradually replaced entirely by probability-based approaches. Today we may be facing 
a paradigm shift again, but the direction is the opposite. Non-probability-based ap-
proaches are becoming viable, if not the only option, in fields that are moving to-
wards big data and other new data sources and new methodological approaches.  
 The country’s data infrastructure forms the basis of official statistics and opens 
up for me an important perspective on Kalton’s presentation. Both probability and 
non-probability sampling and inference can benefit from statistical data infrastruc-
tures that contain a rich selection of micro-level covariates drawn from a variety of 
administrative and other registers. Perhaps the best options are in countries where 
population data from register sources and sample data are linked for combined 
microlevel databases. However, the utility of model-based (prediction) approaches 
for large-scale social surveys of households and persons will be limited if unit-level 
data for population members is missing from the sampling frames, as pointed out by 
Prof. Kalton. This is an important point and I think it can be extended to design-
based model-assisted approaches that use mixed models in particular. 
 Countries differ much in terms of infrastructures based on administrative 
data. For example, Constance Citro calls for a move to multiple data sources that 
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include administrative records and, increasingly, transaction and Internet-based 
data (Citro 2014). Eric Rancourt argues that Statistics Canada is facing the new data 
world by modernizing itself and embracing an admin-first (in the broadest sense) 
paradigm as a statistical paradigm for the agency (Rancourt 2018). According to the 
United Nations Economic Commission for Europe (UNECE) report on register-
based statistics in the Nordic countries, Central Population Registers of Denmark, 
Finland, Norway and Sweden were established in the sixties, and for example a total-
ly register-based census was first implemented in Denmark (1981) and next in 
Finland (1990) (UNECE 2007). The number of national statistical institutes that 
have adopted or are developing administrative data infrastructures is increasing, as 
also described in the UNECE report on the use of registers and administrative data 
for population and housing censuses (UNECE 2018). This development can enhance 
the use of methods that utilize modeling and individual-level population frame data 
for model-assisted or prediction-based estimation with probability-based or non-
probability-based sample data sets and their combinations.  
 The situation is different in countries that do not have similar high-quality popu-
lation registers as for example in the Nordic countries. A recent contribution by 
Dunne and Zhang (2023) provides one important methodological approach for such 
countries. The authors present an innovative system (the PECADO application) for 
population estimates compiled from administrative data only.  
 Today, in the Nordic countries, as Finland, a majority of official statistics are 
based on administrative register combinations. In Finland, official statistics are pro-
duced by 13 expert organisations in the field of public administration and is coordi-
nated by Statistics Finland. Probability samples are mainly used for regular social 
surveys such as labour force surveys and special surveys, e.g. Time Use survey. In 
these surveys, the sample elements can be uniquely linked with the elements in the 
register databases that often contain a lot of important background data including 
demographic, regional, socio-economic, income, educational, labour force status, 
and other variables. Thus these data need not to be collected by direct data collection 
methods from the respondents, and measurement errors are avoided. In addition, 
these variables are also used for calibration and model-assisted estimation proce-
dures.  
 As an example, let me describe briefly the sampling and estimation design of the 
Labour Force Survey (LFS) of Finland. According to the quality description, in most 
European countries the LFS is based on a sample of households, and all members of 
a sample household living at the same address are interviewed. Finland is one of the 
Nordic countries where LFS is based on sampling of individual persons. The sample 
of about 12,500 persons is drawn by stratified probability sampling from Statistics 
Finland’s population database, which is based on the Central Population Register. 
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Auxiliary information from registers include gender, age, region and language and 
selected register variables on employment, completed education and degrees, and 
income from the Employment Service Statistics of the Ministry of Economic Affairs 
and Employment, Statistics Finland’s Register of Completed Education and Degrees, 
and the Tax Administration’s Incomes Register (Quality Description: Labour Force 
Survey, Statistics Finland 2022). Sample data are linked to data from the registry 
using unique ID keys that exist across all data sources and are used in estimation 
procedures, including nonresponse adjustments. My experience is that this type of 
data infrastructure can also provide an excellent sampling and auxiliary data plat-
form for e.g. methodological research in survey statistics; see for example Lehtonen, 
Särndal and Veijanen (2003, 2005).  
 Data infrastructures based on integrated administrative and other registers should 
be based on appropriate statistical theory and methodology for quality assessment 
and control and quality improvement. Recent sources in the field are for example 
Zhang (2012), Zhang and Haraldsen (2022) and the book on register-based statistics 
by Anders Wallgren and Britt Wallgren (2014). Research in statistical data integra-
tion and data science methods relevant for official statistics also is extending. 
A recent source is Yang and Kim (2020).  
 Experiences show that data infrastructures for official statistic containing a wealth 
of micro-level information on the population and an option for integration of the 
various register and sample data sources provide a flexible and efficient framework 
for survey estimation with probability-based samples. For non-probability samples, 
the variables of interest are typically in the non-probability data source. Most cur-
rent methods for valid inference require an auxiliary data source containing the 
same covariates as the non-probability sample. These data can be obtained from the 
statistical population register or, more commonly, from a probability sample from it 
(e.g. Kim, Park, Chen and Wu 2021; Wu 2022). It can be foreseen that although the 
golden age of probability sampling may be over, probability sampling and non-
probability sampling are not in conflict, but can complement each other. 
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Discussion of Probability vs. nonprobability  
sampling: from the birth of survey sampling  
to the present day by Graham Kalton1 

In this excellent overview of the history of probability and nonprobability sampling 
from the end of the nineteenth century to the present day, Professor Graham Kalton 
outlines the essence of past endeavors that helped to define philosophical approaches 
and stimulate the development of survey sampling methodologies. From the begin-
ning, there was an understanding that a sample should, in some ways, resemble the 
population under study. In Kiær’s ideas of “representative sampling” and Neyman’s 
invention of probability-based approach, the prime concern of survey sampling has 
been to properly plan for representing characteristics of the finite population. Post-
stratification and other calibration methods were developed for the same important 
goal of better representation. 
 Professor Kalton’s paper underscores growing interest in the use of nonprobability 
surveys. With recent proliferation of computers and the internet, wealth of data be-
comes available to researchers. However, “opportunistic” information collected with 
present-day capabilities usually is not purposely planned or controlled by survey stat-
isticians. No matter how big such a nonprobability sample could be, it may inac- 
curately reflect the finite population of interest, thus presenting a substantial risk of 
an estimation bias. 
 Below, we discuss several recent papers that propose ways to incorporate non- 
probability surveys to produce estimates for both large and small areas. Specifically, 
we will consider two situations often encountered in practice. In the first situation,  
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a nonprobability sample contains the outcome variable of interest, and the main task 
is to reduce the selection bias with the help of a reference probability sample that 
does not contain the outcome variable of interest. In the second situation, a proba-
bility sample contains the outcome variable of interest, but there is little or no 
sample available to produce granular level estimates. For such a small area estimation 
problem, we consider a case when we have access to a large nonprobability sample 
that does not contain the outcome variable but contains some related auxiliary 
variables also present in the probability sample. In both situations, researchers have 
discussed statistical data integration techniques in which a reference probability 
sample is combined with a nonprobability sample in an effort to overcome deficien-
cies associated with both probability and nonprobability samples. 
 One way to account for the selection bias of a nonprobability sample is by esti-
mating the sample inclusion probabilities, given available covariates. Then, the in-
verse values of estimated inclusion probabilities are used, in a similar manner as the 
usual probability sample selection weights, to obtain estimates of target quantities. 
Several approaches to estimation of nonprobability sample inclusion probabilities 
(or propensity scores) have been considered in the literature. Recent papers by Chen 
et al. (2020), Wang et al. (2021), and Savitsky et al. (2022) propose ways to estimate 
these probabilities based on combining nonprobability and probability samples. Kim 
J. and K. Morikawa (2023) propose an empirical likelihood based approach under  
a different setting. To save space, we will not discuss their approach. We now review 
three statistical data integration methods. 
 The approaches concern with the estimation of probabilities 𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐) =
𝑃𝑃{𝑐𝑐𝑐𝑐 = 1|x𝑐𝑐} to be included into the nonprobability sample 𝑆𝑆𝑐𝑐, for units 𝑖𝑖 = 1, … ,𝑛𝑛𝑐𝑐 , 
where ci is the inclusion indicator of unit i taking on the value of 1 if unit i is included 
into the nonprobability sample, and 0 otherwise; 𝑥𝑥𝑐𝑐 is a vector of known covariates 
for unit 𝑖𝑖;𝑛𝑛𝑐𝑐  is the total number of units in sample 𝑆𝑆𝑐𝑐. The problem, of course,  
is that we cannot estimate πci based on the set of units in nonprobability sample 𝑆𝑆𝑐𝑐 
alone, because 𝑐𝑐𝑐𝑐 = 1 for all i in 𝑆𝑆𝑐𝑐. The probabilities are estimated by combining  
set 𝑆𝑆𝑐𝑐 with a probability sample 𝑆𝑆𝑟𝑟. Due to its role in this approach, the probability 
sample here is also called “reference sample”. 
 Assuming both nonprobability and probability samples are selected from the same 
finite population 𝑃𝑃, Chen et al. (2020) write a log-likelihood, over units in 𝑃𝑃, for the 
Bernoulli variable 𝑐𝑐𝑐𝑐: 
 

 ℓ1(𝜽𝜽) = � log
𝑐𝑐∈𝑆𝑆𝑐𝑐

�
𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑖𝑖,𝜽𝜽)

1 − 𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐,𝜽𝜽)�+ � log
𝑐𝑐∈𝑃𝑃

[1− 𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐 ,𝜽𝜽)]. (1) 

 
where 𝜽𝜽 is the parameter vector in a logistic regression model for 𝑃𝑃 𝜋𝜋𝑐𝑐𝑐𝑐 . 
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 Since finite population units are not observed, Chen et al. (2020) employ a clever 
trick and re-group the sum in (1) by presenting it as a sum of two parts: part 1 in-
volves the sum over the nonprobability sample units and part 2 is the sum over the 
whole finite population: 
 

 ℓ1(𝜽𝜽) = � log
𝑐𝑐∈𝑆𝑆𝑐𝑐

�
𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑖𝑖,𝜽𝜽)

1 − 𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐,𝜽𝜽)�+ �𝑤𝑤𝑟𝑟𝑐𝑐𝑙𝑙𝑙𝑙𝑙𝑙
𝑐𝑐∈𝑆𝑆𝑟𝑟

[1− 𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐 ,𝜽𝜽)], (2) 

 
 Units in part 1 of the log-likelihood in (2) are observed; for part 2, Chen et al. 
(2020) employ the pseudo-likelihood approach by replacing the sum over the finite 
population with its probability sample based estimate: 
 

 ℓ1(𝜽𝜽) = �{𝑐𝑐𝑐𝑐log[𝜋𝜋𝑐𝑐𝑐𝑐(𝜽𝜽)] + (1− 𝑐𝑐𝑐𝑐) log [1− 𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐,𝜽𝜽)]}
𝑐𝑐∈𝑃𝑃

, (3) 

 
where weights  𝑤𝑤𝑟𝑟𝑐𝑐 = 1/𝜋𝜋𝑟𝑟𝑐𝑐 .are inverse values of the reference sample inclusion 
probabilities 𝜋𝜋𝑟𝑟𝑐𝑐. Estimates are obtained by solving respective pseudo-likelihood 
based estimating equations. 
 One shortcoming of the Chen et al. (2020) approach is that their Bernoulli like- 
lihood is formulated with respect to an unobserved indicator variable. Although 
the regrouping employed in (2) helps to find a solution, results obtained by Wang et al. 
(2021) indicate that it is relatively inefficient, especially when the nonprobability 
sample size is much larger than the probability sample size. 
 Wang et al. (2021) formulate their likelihood for an observed indicator variable and 
thus their method is different from the approach of Chen et al. (2020). To elaborate, 
Wang et al. (2021) introduce an imaginary construct consisting of two parts: they 
stack together non- probability sample 𝑆𝑆𝑐𝑐 (part 1) and finite population P (part 2). 
Since nonprobability sample units belong to the finite population, they appear in 
the stacked set twice. Let indicator variable 𝛿𝛿𝑐𝑐 = 1 if unit i belongs to part 1, and  
𝛿𝛿𝑐𝑐 = 0 if i belongs to part 2 of the stacked set; the probabilities of being in part 1 of 
the stacked set are denoted by 𝜋𝜋𝛿𝛿𝑐𝑐(𝑥𝑥𝑐𝑐) = 𝑃𝑃{𝛿𝛿𝑐𝑐 = 1|𝑥𝑥𝑐𝑐}. Wang et al. (2021) assume 
the following Bernoulli likelihood for observed variable 𝛿𝛿𝑐𝑐: 
 

 ℓ2�𝜽𝜽�� = � log
𝑐𝑐∈𝑆𝑆𝑐𝑐

�𝜋𝜋𝛿𝛿𝑐𝑐 , �𝑥𝑥𝑐𝑐 ,𝜽𝜽��� + � log
𝑐𝑐∈𝑃𝑃

�1 − 𝜋𝜋𝛿𝛿𝑐𝑐�𝑥𝑥𝑐𝑐 ,𝜽𝜽���, (4) 

 
 Where 𝜽𝜽� is the parameter vector in a logistic regression model for 𝜋𝜋𝛿𝛿𝑐𝑐. Since 
the finite population is not available, they apply the following pseudo-likelihood 
approach: 
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 ℓ�2�𝜽𝜽�� = � log
𝑐𝑐∈𝑆𝑆𝑐𝑐

�𝜋𝜋𝛿𝛿𝑐𝑐, �𝑥𝑥𝑐𝑐 ,𝜽𝜽��� + �𝑤𝑤𝑟𝑟𝑐𝑐log
𝑐𝑐∈𝑆𝑆𝑟𝑟

�1 − 𝜋𝜋𝛿𝛿𝑐𝑐�𝑥𝑥𝑐𝑐 ,𝜽𝜽���. (5) 

 
 Existing ready-to-use software can be used to obtain estimates of 𝜋𝜋𝛿𝛿𝑐𝑐. However, 
the actual goal is to find probabilities 𝜋𝜋𝛿𝛿𝑐𝑐 rather than probabilities 𝜋𝜋𝛿𝛿𝑐𝑐. Wang et al. 
(2021) propose a two-step approach, where at the second step, they find 𝜋𝜋𝛿𝛿𝑐𝑐 by 
employing the following identity: 
 

 𝜋𝜋𝛿𝛿𝑐𝑐 =
𝜋𝜋𝑐𝑐𝑐𝑐

1 + 𝜋𝜋𝑐𝑐𝑐𝑐
 (6) 

 
 Savitsky et al. (2022) use an exact likelihood for the estimation of inclusion prob-
abilities 𝜋𝜋𝛿𝛿𝑐𝑐, rather than a pseudo-likelihood based estimation. They propose to 
stack together nonprobability, 𝑆𝑆𝑐𝑐, and probability, 𝑆𝑆𝑟𝑟, samples. In this stacked set,  
S, indicator variable zi takes the value of 1 if unit i belongs to the nonprobability 
sample (part 1), and 0 if unit i be- longs to the probability sample (part 2). In this 
construction, if there is an overlap between the two samples, 𝑆𝑆𝑐𝑐 and 𝑆𝑆𝑟𝑟, then 
the overlapping units are included into stacked set S twice: once as a part of the 
nonprobability sample (with 𝑧𝑧𝑐𝑐 = 1) and once as a part of the reference probability 
sample (with 𝑧𝑧𝑐𝑐 = 0). We do not need to know which units overlap or whether there 
are any overlapping units. The authors use first principles to prove the following 
relationship between probabilities  𝜋𝜋𝑧𝑧𝑐𝑐(𝑥𝑥𝑐𝑐) = 𝑃𝑃{𝑧𝑧𝑐𝑐 = 1|𝑥𝑥𝑐𝑐} of being in part 1 of the 
stacked set and the sample inclusion probabilities 𝜋𝜋𝑐𝑐𝑐𝑐 and 𝜋𝜋𝑟𝑟𝑐𝑐: 
 

 𝜋𝜋𝑧𝑧𝑐𝑐 =
𝜋𝜋𝑐𝑐𝑐𝑐

𝜋𝜋𝑟𝑟𝑐𝑐 + 𝜋𝜋𝑐𝑐𝑐𝑐
 (7) 

 
 A similar expression (7) was derived by Elliott (2009) and Elliott and Valliant (2017) 
under the assumption of non-overlapping nonprobability and probability samples. 
The derivation given in Savitsky et al. (2022) does not require this assumption. 
 To obtain estimates of 𝜋𝜋𝑐𝑐𝑐𝑐 from the combined sample, Beresovsky (2019) pro-
posed to parameterize probabilities 𝜋𝜋𝑐𝑐𝑐𝑐 = 𝜋𝜋𝑐𝑐𝑐𝑐(𝜋𝜋𝑐𝑐 ,𝜽𝜽), as in Chen et al. (2020), and 
employ identity (7) to present πzi as a composite function of 𝜽𝜽; that is, 
𝜋𝜋𝑧𝑧𝑐𝑐 = 𝜋𝜋𝑧𝑧𝑐𝑐�𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐,𝜽𝜽)� = 𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐 ,𝜽𝜽)/�𝜋𝜋𝑟𝑟𝑐𝑐 + 𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐 ,𝜽𝜽)�. 
 
 The log-likelihood for observed Bernoulli variable 𝑧𝑧𝑐𝑐 is given by 
 

 ℓ3(𝜃𝜃) = � log
𝑐𝑐∈𝑆𝑆𝑐𝑐

�𝜋𝜋𝑧𝑧𝑐𝑐�𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐 ,𝜽𝜽)��+ � log
𝑐𝑐∈𝑆𝑆𝑟𝑟

�1 − 𝜋𝜋𝑧𝑧𝑐𝑐�𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐 ,𝜽𝜽)��. (8) 
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 Since the log-likelihood implicitly includes a logistic regression model formula-
tion for probabilities 𝜋𝜋𝑐𝑐𝑐𝑐, Beresovsky (2019) labeled the proposed approach Implicit 
Logistic Regression (ILR). For the maximum likelihood estimation (MLE), the score 
equations are obtained from (8) by taking the derivatives, with respect to 𝜽𝜽, of the 
composite function 𝜋𝜋𝑧𝑧𝑐𝑐 = 𝜋𝜋𝑧𝑧𝑐𝑐�𝜋𝜋𝑐𝑐𝑐𝑐(𝜽𝜽)�. This way, the estimates of 𝜋𝜋𝑐𝑐𝑐𝑐 are obtained 
directly from (8) in a single step. Savitsky et al. (2022) parameterized the likelihood, 
as in (8), and used the Bayesian estimation technique to fit the model. 
 Note that to implement the ILR approach, the reference sample inclusion proba-
bilities 𝜋𝜋𝑟𝑟𝑐𝑐 have to be known for all units in the combined set. This is not a limita-
tion for many probability surveys. As discussed in Elliott and Valliant (2017), 
if probabilities 𝜋𝜋𝑟𝑟𝑐𝑐 cannot be determined exactly for units in the nonprobability 
sample, they can be estimated using a regression model. Savitsky et al. (2022) used 
Bayesian computations to simultaneously estimate 𝜋𝜋𝑟𝑟𝑐𝑐 and πci for nonprobability 
sample units, given available covariates 𝑥𝑥𝑐𝑐. 
 It must be noted that the estimation method of Wang et al. (2021) can be similarly 
modified to avoid the two-step estimation procedure: a logistic regression model 
could be formulated for inclusion probabilities 𝜋𝜋𝑐𝑐𝑐𝑐,  while probabilities 𝜋𝜋𝑠𝑠𝑐𝑐 in (6) 
could be viewed as a composite function, 𝜋𝜋𝛿𝛿𝑐𝑐 = 𝜋𝜋𝛿𝛿𝑐𝑐�𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐 ,𝜽𝜽)� = 𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐𝜽𝜽)/�1 +
𝜋𝜋𝑐𝑐𝑐𝑐(𝑥𝑥𝑐𝑐 ,𝜽𝜽)�. This approach is expected to be more efficient. Moreover, it avoids πci 
estimates greater than 1 that could occur when the estimation is performed in two 
steps. Once modified this way, preliminary simulations indicate that Wang et al. 
(2021) formulation would produce more efficient estimates than the Chen et al. 
(2020) counterpart, unless in a rare situation where the whole finite population 
rather than only a reference sample is available. 
 Simulations show that the exact likelihood method based on formulation of Savitsky 
et al. (2022) and Beresovsky (2019) performs better than the pseudo-likelihood 
based alter- natives. In the usual situation where the reference probability sample 
fraction is small, the relative benefits of the exact likelihood approach are even more 
pronounced. 
 The existence of a well-designed probability reference sample plays a crucial role 
in the efforts to reduce the selection bias of a nonprobability sample. Importantly, an 
ongoing research indicates that the quality of estimates of the nonprobability sample 
inclusion probabilities is better if there is a good overlap in domains constructed using 
covariates from both samples. This observation harks back to problems appearing in 
traditional poststratification methods and to the notion of “representative sampling”. 
Since survey practitioners usually do not have control over the planning or collection 
of the emerging multitude of nonrandom opportunistic samples, efforts should be 
directed to developing and maintaining comprehensive probability samples that 
include sets of good quality covariates. Beaumont et al. (2023) proposed several model 
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selection methods in application of the modeling nonprobability sample inclusion 
probabilities. 
 We now turn our attention to the second data integration situation involving 
small area estimation, a topic Professor Kalton touched on. This is a problem of 
great interest for making public policies, fund allocation and regional planning. 
Small area estimation pro- grams already exist in some national statistical organiza-
tions such as the Small Area Income and Poverty Estimates (SAIPE) program 
of the US Census Bureau (Bell et al., 2016) and Chilean government system 
(Casas-Cordero Valencia et al., 2016.) The importance placed in the United Nations 
Sustainable Development Goals (SDG) for disaggregated level statistics is expected 
to increase the demand for such programs in various national statistical offices 
worldwide. Standard small area estimation methods generally use statistical models 
(e.g., mixed models) that combine probability sample data with administrative or 
census data containing auxiliary variables correlated with the outcome variable of 
interest. For a review of different small area models and methods, see Jiang and 
Lahiri (2006), Rao and Molina (2015), Ghosh (2020), and others. 
 A key to success in small area estimation is to find relevant auxiliary variables not 
only in the probability sample survey but also in the supplementary big databases. 
Use of a big probability or nonprobability sample survey could be useful here as 
surveys typically contain a large number of auxiliary variables that are also available 
in the probability sample survey. In the context of small area estimation, Sen and 
Lahiri (2023) considered a statistical data integration technique in which a small 
probability survey containing the outcome variable of interest is statistically linked 
with a much bigger probability sample, which does not contain the outcome variable 
but contains many auxiliary variables also present in the smaller sample. They essen-
tially fitted a mixed model to the smaller probability sample that connects the out-
come variable to a set of auxiliary variables and then imputed the outcome variable 
for all units of the bigger probability sample using the fitted model and auxiliary 
variables. Finally, they suggested to produce small area estimates using survey 
weights and imputed values of the outcome variable contained in the bigger probabi- 
lity sample survey. As discussed in their paper, such a method can be used even if 
the bigger sample is a nonprobability survey using weights constructed by methods 
such as the ones described earlier. 
 The development of new approaches demonstrates how the methods of survey 
estimation continue to evolve by taking into the future the best from fruitful theo- 
retical and methodological developments of the past. As Professor Kalton highlights, 
we will increasingly encounter data sources that are not produced by standard proba- 
bility sample designs. Statisticians will find ways to respond to new challenges, as is 
reflected in the following amusing quote: 
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...D.J. Finney once wrote about the statistician whose client comes in and says, 
“Here is my mountain of trash. Find the gems that lie therein”. Finney’s advice 
was to not throw him out of the office but to attempt to find out what he con- 
siders “gems”. After all, if the trained statistician does not help, he will find 
someone who will. (source: David Salsburg, ASA Connect Discussion)  

 Of course, nonprobability samples should not be viewed as a “mountain of trash”. 
Indeed, they can contain a lot of relevant information for producing necessary esti-
mates. It is just that one needs to explore different innovative ways to use infor-
mation contained in nonprobability samples. In the United States federal statistical 
system, the need to innovate for combining information from multiple sources has 
been emphasized in the National Academies of Sciences and Medicine (2017) report 
on Innovations in Federal Statistics. As discussed, statisticians have been already 
engaged in suggesting new ideas, such as statistical data integration, to extract in-
formation out of multiple non-traditional databases. In coming years, statisticians 
will be increasingly occupied with finding solutions for obtaining useful information 
from non-traditional data sources. This is indeed an exciting time for survey statisti-
cians. 
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Ralf Münnicha 
 
Discussion of Probability vs. nonprobability  
sampling: from the birth of survey sampling   
to the present day by Graham Kalton1 

Let me first thank Dr. Kalton for his amazing historical review of the development  
of survey sampling from its origin, contrasting purposive sampling, until now, where 
some elements of purposive sampling in terms of web or big data seem to supersede 
the well-elaborated theory of survey statistics. Shall the message be that we do not 
need any sampling courses at universities anymore, that official statistics should turn 
to modelling using data with unknown data generating processes, or actually even be 
substituted by (commercial) data krakens? Hardly so! Graham Kalton emphasises  
a modern thinking about the use of these new data sources which may also have 
some advantages and he urges future research on data integration methods using 
(very) different kinds of data while strongly taking quality aspects into account.  
 Within the last decade, we could observe many new uses of classical data like 
administrative data and new types of data stemming from internet sources or tech-
nical measurement processes such as satellite, mobile phone or scanner data.  
Already the availability of these new data leads to a huge increase in developing new 
methodologies and uses. Indeed, official statistics also forced research on new data 
types, such as scanner data or web-scraped data and others. In Europe, these statis-
tics are often called experimental statistics to emphasise that these statistics cannot 
(yet) be evaluated using the classical quality concepts, as, e.g. proposed within the  
European Statistics Code of Practice https://ec.europa.eu/eurostat/web/quality/ 
european-quality-standards/ european-statistics-code-of-practice). Some examples 
can be drawn from https://www.destatis.de/EN/Service/EXDAT/_node.html or 
https://ec.europa.eu/ eurostat/web/experimental-statistics. 
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 During the Covid crisis, and especially in light of the political discussion in 
Germany, however, one could observe little understanding of data quality and statis-
tics. Timeliness – with its urge of getting data and producing statistics immediately  
– often lead to the use of available (infection) data, which certainly were influenced 
by unknown biases. The impact of statistics on these available data in terms of 
evidence-based policy could hardly be understood at the time, but still legal process-
es like lockdowns were initiated. To state this message more strongly: whenever 
a legislation process is involved, and especially so if a direct impact on society is the 
outcome, we must make sure that high quality requirements on data gathering and 
statistical methodology are set as well as met. High quality typically cannot be 
achieved with low costs. England was one of the few very good examples during 
the pandemic, since they were setting up a special Covid survey to better understand 
the pandemic and to provide adequate and reliable information. 
 Certainly, this example already shows some critical aspects in data gathering and 
data quality. Dr. Kalton was emphasising timeliness and accuracy as very important 
goals of data quality. For sure, these are of utmost importance! However, in practice, 
both quality principles suffer from budget constraints and cost controls. This direct-
ly leads to two questions: Do modern data help to provide more timely and accurate 
statistics at lower costs? Is there, in case of conflicts, an ultimate quality principle? 
 The first question is already answered by Dr. Kalton. Of course, modern web or 
big data can help to gather information quickly. Interesting approaches are of course 
the use of satellite or scanner data. With electronic cash systems, price changes could 
be tracked much faster than via the use of survey data. However, one always has to 
understand the advantages as well as the disadvantages of these data generation 
processes, and one must be able to measure the quality of the output. 
 Let me briefly sketch one current German debate which, in my view, perfectly fits 
into this discussion. In the past years, more and more internet surveys were preferred 
to data from traditional market and opinion research. This immediately led to 
a discussion on the quality of the outcomes. And certainly, timeliness, accuracy, and 
costs played an important role within this discussion. The two major arguments where 
the following: internet surveys suffer from unknown biases. Classical surveys, in the 
meantime, have to consider response rates considerably below 20%. Under these 
conditions, most likely both areas have to consider statistical models with strong 
assumptions to at least reduce possible biases induced by either web surveys or 
non-response. In my view, one important question has not been raised yet. What is the 
aim of the survey?  
 The ultimate aim that necessitates data collection in the first place is of crucial 
importance for evaluating the importance of the different quality principles. In case 
one is interested in getting information on current public opinion, probably time- 
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liness and costs are more important than high accuracy. However, in evidence-based 
policy making, and especially when information for legislative action is needed,  
I must stress that accuracy must always be considered to be the major principle. This 
is even more important when large budgets or financial equalization schemes are 
involved. Additionally, in these cases one must also be able to measure the quality of 
the outcome of the statistics. This is still a major drawback of using web or big data. 
And to stress this point, in legislation processes, I strongly urge to involve indepen- 
dent official statistics with its transparent data production process.  
 With this discussion, I do not want to be misunderstood. Modern data and mod-
ern statistical methods are important. And the direction of research, as Dr. Kalton 
pointed out, will be complex modelling and data integration. Also administrative, 
register, and related data are important and can provide very good information. 
However, with all these data, we always have to understand their quality and we 
should be able to measure the quality of the resulting statistics. Especially in the con-
text of big data, quality measurement may has to be enhanced (cf. Münnich and 
Articus, 2022, and the citations therein). 
 Sampling itself may also follow new directions. Classical sampling optimization 
may be adequately applied in more special cases that allow focusing on specific goals, 
e.g. the design optimization in the German Censuses 2011 and 2022 (see Münnich et 
al., 2012, and Burgard, Münnich, and Rupp, 2020). However, likely robustness of 
methods against assumptions has to be incorporated in design optimization. On the 
other hand, data integration, multi-source environments, geo-spatial modelling, 
small area estimation and other modern methods may yield new ideas and directions 
in sampling theory and application. One example may be sampling from big data 
sources to reduce complexity. 
 Despite the mentioned new directions, many ideas have been well-known for  
a long time. In data analytics, we differentiate between descriptive, predictive, and 
prescriptive aims. Data that were gathered to describe a state of a system cannot be 
used to analyse interventions on the system. Indeed, we need the right data and not 
just merely available data. In conclusion, the exact purpose of the statistics under 
consideration plays an extremely important role for the selection of data and the 
priority of the different quality principles.  
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Graham Kaltona 
 

Rejoinder1 

I should like to thank the discussants for their kind remarks, for their valuable com-
ments on the present state and future directions of the field, and for the many refer-
ences they cite. Since I have no disagreements with them, I will confine my rejoinder  
to a few issues that their contributions have surfaced for me.  
 I will start by rectifying an oversight in my treatment of the early history of survey 
research and survey sampling: Carl-Erik Sӓrndal has reminded me of the major 
developments that occurred in Russia during the early years. The impetus for these 
developments was the need for local self-government units known as zemstva to 
collect data about their populations for administrative purposes. Initially such data 
were collected with 100% enumerations, but around 1875 sample surveys were 
introduced for cost savings. The survey procedures were coordinated across zemstva 
and a number of sampling methods were evaluated with input from theoretical 
statisticians. These statisticians made a number of important contributions, including 
an impressive early text (1924) entitled The Foundations of the Theory of the 
Sampling Method by A. G. Kowalsky. Although Russian statisticians were at the 
frontiers of developments in survey sampling until the late 1920’s, their contributions 
were not fully recognized outside Russia. For example, Tschuprow (1923) and 
Kowalsky in his 1924 text both derived the optimum allocation formula for stratified 
sampling a decade before Neyman did so in his famous 1934 paper (after learning of 
Tschuprow’s paper, Neyman (1952) recognized Tschuprow’s priority for the results). 
Mespoulet (2002), Zarkovic (1956), Zarkovic (1962), and Seneta (1985) provide further 
details about early survey research and research on survey sampling in Russia.  
 Danny Pfeffermann has pointed out that probability samples are almost never rep-
resentative because of nonresponse―and I would add noncoverage―that is not mis- 
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sing completely at random (NMAR or MCAR). Moreover, I do not think the  
non-response should be viewed as missing at random (MAR), that is MCAR after 
conditioning on known covariates. Using standard weighting adjustments based on 
known covariates will not make the sample representative. My favorite quotation from 
George Box is “Essentially, all models are wrong, but some are useful”. Nonresponse 
adjustments should be viewed from this perspective as useful but not perfect. Another 
George Box quotation: “Statisticians, like artists, have the bad habit of falling in love 
with their models.” But there is a difference: artists have artistic license to paint over  
a model’s blemishes whereas statisticians should attempt to identify and repair the 
blemishes. 
 Risto Lehtonen points out the considerable attractions of population registers,  
as have existed for some time in several Scandinavian countries and are in develop-
ment elsewhere. Such registers can be viewed as surveys with 100% samples, and the 
quality of their data should be assessed accordingly: What is their actual coverage? 
How up-to date are they? How accurate are the data they contain?  
 Risto’s discussion of population registers also reminded me of a point that I should 
have addressed more fully: there is a wide variation in the data infrastructure for social 
research across countries. For example, most developing countries are not in a position 
to use administrative records or the internet. They rely on probability sample surveys 
to satisfy their data needs. Fortunately, they have not yet experienced the severe  
declines in response rates that are so harmful to surveys in most high-income coun-
tries. 
 Julie Gershunskaya and Partha Lahiri address two important current areas of re-
search. One is the research on how to employ a probability sample to reduce the bias  
in estimates from a nonprobability sample, making use of auxiliary variables collected 
in both samples. The auxiliary variables aim to capture the key variables that are pre-
dictors of membership in the nonprobability sample. Challenges to be addressed with 
this approach include identifying the key variables; dealing with the fact that some 
response categories that occur frequently in the probability sample are very sparsely 
represented in the nonprobability sample; and concerns about the equivalence of the 
responses to the key variables obtained in the two samples that use different modes of 
collection. The results from this approach should be viewed with caution. However, 
recalling George Box’s quotation above, imperfect models can be useful. Julie and 
Partha rightly say that the aim of these models is to reduce, not eliminate, bias. The 
question to be asked is how to assess whether the models have reduced bias to an ac-
ceptable level.  
 The second area that Julie and Partha address is small area estimation. I should have 
written more about this methodology whose use has now become so widespread.  
My first practical exposure to small area estimation occurred in the late 1990’s, when  
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I chaired a National Academy of Sciences’ panel that was asked to advise about the 
quality of the small area estimates of the numbers of poor school-aged children that 
were being developed in the U.S. Census Bureau’s Small Area Income and Poverty 
Estimates (SAIPE) program. The central issue was whether the estimates, which were 
produced for 3,000 counties and 14,000 school districts, were appropriate and suf- 
ficiently reliable to be used in allocating very large sums of money directly to school 
districts. At that time, this was a novel application of small area estimates, and subject 
to considerable questioning. After extensive evaluation of the area level models by both 
the Panel and the Census Bureau (Citro and Kalton, 2000), the Panel concluded that 
the small area estimates were “fit for use” for the purpose of this fund allocation, 
despite a recognition of substantial errors in the individual estimates. The Panel was 
influenced by the fact that the legislation stipulated that the funds should be distribut-
ed directly to the school districts and that, even though the small area estimates were 
not ideal, they were the best available. I was persuaded by my experience on the Panel 
that, with strong predictors and careful model development and testing, small area 
estimation methods have an important role to play in responding to policy makers’ 
increasing demands for local area estimates.  
 Ralf Münnich emphasizes the importance of assessing the overall quality of statisti-
cal estimates in the light of the uses of the estimates. As he notes, timeliness is often in 
conflict with accuracy. In some situations, timeliness may be paramount, and accuracy 
may suffer. However, one must guard against the risk that accuracy is so low that the 
resulting estimates are misleading. Estimates based on big data sources or even large 
surveys conducted with an overriding emphasis on speed may, because of their sample 
sizes, appear to be well-grounded but that may well be illusory. 
 It is often argued that although individual estimates may be subject to serious biases, 
these biases will cancel out for differences between estimates, either between sub-
groups of the sample or across time. While the underlying model for that argument 
often appears reasonable, the assumptions underpinning it need to be carefully as-
sessed in each case. 
 Ralf also points out the importance of cost constraints. When the cost constraints 
severely limit a study to a very small sample size, it may be preferable to forego the 
extra costs involved in selecting and fielding a probability sample, in favor of a quasi-
probability sample or a nonprobability sample design. As Kish (1965, p. 29) notes: 
“Probability sampling is not a dogma, but a strategy, especially for large numbers”. 
 Finally, Ralf and other discussants have pointed out the attractions of data integra-
tion. I also see these attractions, but I think that the challenges of mode effects arising 
from different data sources should not be underestimated.  
 In conclusion, I congratulate Statistics in Transition on celebrating its 30th anniver-
sary. It plays a distinct and important role among statistics journals. With the major 
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changes in statistical methodology taking place in official statistics and in social re-
search, it has a bright future for the contributions it can make. 
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Post Scriptum1 
 
Włodzimierz Okrasa 
Dominik Rozkrut 
 
Celebrating the 100th issue 
and the 30th anniversary 

This volume contains a selection of articles submitted for publication in the issue prin-
ted as the hundredth in 30 years of publishing Statistics in Transition.  
 With a sense of deep gratitude and the highest appreciation we would like to thank, 
both personally and on behalf of all the editorial bodies, Professor Graham Kalton for 
preparing his Invited Paper entitled Probability vs. Nonprobability Sampling: From the 
Birth of Survey Sampling to the Present Day. Dr. Kalton is a long-time friend of our 
journal, and he serves as a member of our Editorial Board. The issues discussed 
in Dr. Kalton’s paper are particularly appropriate at this time, as major changes 
are taking place in survey research methods and in sources of official statistics. 
The paper and the discussion pieces should therefore be of interest to members of the 
international statistician community and to members of national statistical offices. 
 Despite the relatively short time for reactions, we are grateful to five eminent 
experts, four of whom are associated with SiTns, for preparing four discussion 
pieces related to the paper. The authors of the four discussions are Professor Danny 
Pfeffermann, Dr. Julie Gershunskaya and Professor Partha Lahiri, Professor Risto 
Lehtonen, and Professor Ralf Münnich. Each of the discussions provides insightful 
observations supplementing some of the issues picked out from those discussed by 
Graham Kalton. They share concerns about the current challenges to probability 
sampling and design-based inference primarily caused by the serious declines 
in response rates, especially in high-income countries. They point to the possibilities 
of using alternative modalities (administrative data, big data, internet data, scientific 
data, etc.) for data collection that can supplement or replace probability samples. 
They describe the considerable body of research that is in progress to enable 

 
1 The article was published as Preface in Statistics in Transition new series, vol. 24, 2023, 3, pp. I. 
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these alternative data sources to produce valid population estimates from the 
nonprobability samples associated with the modalities, to the data integration 
methods that are being developed to combine the data obtained from different 
sources.  
 The first issue appeared in July 1993, and for the next fifteen years it was a semi-
annual publication. In 2007, the title of the journal was slightly changed to Statistics in 
Transition new series and it became a quarterly publication. To celebrate the historical 
significance of these milestones, we dedicate the first part of this issue to them, opening 
it with a specially prepared Invitation Paper, along with four discussion pieces of 
the issues raised in that paper. 
 An addendum to this section contains a paper by Professor Jacek Wesołowski en-
titled Rotation schemes and Chebyshev polynomials, as being inspired in a way by the 
Invited Paper, and as an indication of other types of effects that it may have as well. 
It is noteworthy that as our journal celebrates its 30th anniversary, the journal’s name 
Statistics in Transition well reflects the radical changes in the methodology of survey 
statistics and official statistics that are currently underway, as indicated in the Invited 
Paper and the discussions in this section. 
 
 
 
Włodzimierz Okrasa 
Editor-in-Chief 
Statistics in Transition new series 

 Dominik Rozkrut 
President 
Statistics Poland 
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Malay Ghosha 
 
Small area estimation: 
its evolution in five decades1 

Abstract: The paper is an attempt to trace some of the early developments of small area 
estimation. The basic papers such as the ones by Fay and Herriott (1979) and Battese, Harter 
and Fuller (1988) and their follow-ups are discussed in some details. Some of the current topics 
are also discussed. 
Key words: template, article, journal. 

1. Prologue 

Small area estimation is witnessing phenomenal growth in recent years. The vastness 
of the area makes it near impossible to cover each and every emerging topic. The 
review articles of Ghosh and Rao (1994), Pfeffermann (2002, 2013) and the classic text 
of Rao (2003) captured the contemporary research of that time very successfully. But 
the literature continued growing at a very rapid pace. The more recent treatise of Rao 
and Molina (2015) picked up many of the later developments. But then there came 
many other challenging issues, particularly with the advent of “big data”, which 
started moving the small area estimation machine faster and faster. It seems real 
difficult to cope up with this super-fast development. 
 In this article, I take a very modest view towards the subject. I have tried to trace 
the early history of the subject up to some of the current research with which I am 
familiar. It is needless to say that the topics not covered in this article far outnumber 
those that are covered. Keeping in mind this limitation, I will make a feeble attempt 
to trace the evolution of small area estimation in the past five decades. 
 
 
 

 
a  Department of Statistics, University of Florida, Gainesville, FL, USA. E-mail: ghoshm@stat.ufl.edu. 
1 The article was published in Statistics in Transition new series, vol. 21, 2020, 4, pp. 1–22. 
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2. Introduction 

The first and foremost question that one may ask is “what is small area estimation”? 
Small area estimation is any of several statistical techniques involving estimation 
of parameters in small ‘sub-populations’ of interest included in a larger ‘survey’. The 
term ‘small area’ in this context generally refers to a small geographical area such 
as a county, census tract or a school district. It can also refer to a ‘small domain’ cross-
classified by several demographic characteristics, such as age, sex, ethnicity, etc. I want 
to emphasize that it is not just the area, but the ‘smallness’ of the targeted population 
within an area that constitutes the basis for small area estimation. For example, if 
a survey is targeted towards a population of interest with prescribed accuracy, the 
sample size in a particular subpopulation may not be adequate to generate similar 
accuracy. This is because if a survey is conducted with sample size determined to attain 
prescribed accuracy in a large area, one may not have the resources available to 
conduct a second survey to achieve similar accuracy for smaller areas. 
 A domain (area) specific estimator is ‘direct’ if it is based only on the domain-
specific sample data. A domain is regarded as ‘small’ if domain-specific sample size is 
not large enough to produce estimates of desired precision. Domain sample size often 
increases with population size of the domain, but that need not always be the case. 
This requires use of ‘additional’ data, be it either administrative data not used in the 
original survey, or data from other related areas. The resulting estimates are called 
‘indirect’ estimates that ‘borrow strength’ for the variable of interest from related areas 
and/or time periods to increase the ‘effective’ sample size. This is usually done through 
the use of models, mostly ‘explicit’, or at least ‘implicit’ that links the related areas 
and/or time periods. 
 Historically, small area statistics have long been used, albeit without the name 
“small area” attached to it. For example, such statistics existed in eleventh century 
England and seventeenth century Canada based on either census or on administrative 
records. Demographers have long been using a variety of indirect methods for small 
area estimation of population and other characteristics of interest in postcensal years. 
I may point out here that the eminent role of administrative records for small area 
estimation cannot but be underscored even today. A very comprehensive review 
article in this regard is due to Erciulescu, Franco and Lahiri (2020). 
 In recent years, the demand for small area statistics has greatly increased 
worldwide. The need is felt for formulating policies and programs, in the allocation of 
government funds and in regional planning. For instance, legislative acts by national 
governments have created a need for small area statistics. A good example is SAIPE 
(Small Area Income and Poverty Estimation) mandated by the US Legislature. 
Demand from the private sector has also increased because business decisions, 
particularly those related to small businesses, rely heavily on local socio-economic 
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conditions. Small area estimation is of particular interest for the transition economics 
in central and eastern European countries and the former Soviet Union countries. 
In the 1990’s these countries have moved away from centralized decision making. 
As a result, sample surveys are now used to produce estimates for large areas as well 
as small areas. 

3. Examples 

Before tracing this early history, let me cite a few examples that illustrate the ever 
increasing current day importance of small area estimation. One important ongoing 
small area estimation problem at the U.S. Bureau of the Census is the small area 
income and poverty estimation (SAIPE) project. This is a result of a Bill passed by the 
US House of Representatives requiring the Secretary of Commerce to produce and 
publish at least every two years beginning in 1996, current data related to the incidence 
of poverty in the United States. Specifically, the legislation states that “to the extent 
feasible”, the secretary shall produce estimates of poverty for states, counties and local 
jurisdictions of government and school districts. For school districts, estimates are to 
be made of the number of poor children aged 5-17 years. It also specifies production 
of state and county estimates of the number of poor persons aged 65 and over. 
 These small area statistics are used by a broad range of customers including policy 
makers at the state and local levels as well as the private sector. This includes allocation 
of Federal and state funds. Earlier the decennial census was the only source of income 
distribution and poverty data for households, families and persons for such small 
geographic areas. Use of the recent decennial census data pertaining to the economic 
situation is unreliable especially as one moves further away from the census year. The 
first SAIPE estimates were issued in 1995 for states, 1997 for counties and 1999 for 
school districts. The SAIPE state and county estimates include median household 
income number of poor people, poor children under age 5 (for states only), poor 
children aged 5-17, and poor people under age 18. Also starting 1999, estimates of the 
number of poor school-aged children are provided for the 14,000 school districts in 
the US (Bell, Basel and Maples, 2016). 
 Another example is the Federal-State Co-Operative Program (FSCP). It started 
in 1967. The goal was to provide high-quality consistent series of postcensal county 
population estimates with comparability from area to area. In addition to the county 
estimates, several members of FSCP now produce subcounty estimates as well. Also, 
the US Census Bureau used to provide the Treasury Department with Per Capita 
Income (PCI) estimates and other statistics for state and local governments receiving 
funds under the general revenue sharing program. Treasury Department used these 
statistics to determine allocations to local governments within the different states by 
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dividing the corresponding state allocations. The total allocation by the Treasury 
Dept. was $675 billion in 2017. 
 United States Department of Agriculture (USDA) has long been interested in 
prediction of areas under corn and soybeans. Battese, Harter and Fuller (JASA, 1988) 
considered the problem of predicting areas under corn and soybeans for 12 counties 
in North-Central Iowa based on the 1978 June enumerative survey data as well as 
Landsat Satellite Data. The USDA statistical reporting Service field staff determined 
the area of corn and soybeans in 37 sample segments of 12 counties in North Central 
Iowa by interviewing farm operators. In conjunction with LANDSAT readings 
obtained during August and September 1978, USDA procedures were used to classify 
the crop cover for all pixels in the 12 counties. 
 There are many more examples. An important current day example is small area 
“poverty mapping” initiated by Elbers, Lanjouw and Lanjouw (2003). This was 
extended as well as substantially refined by Molina and Rao (2010) and many others. 

4. Synthetic estimation 

An estimator is called ‘Synthetic’ if a direct estimator for a large area covering a small 
area is used as an indirect estimator for that area. The terminology was first used by 
the U.S. National Center for Health Statistics. These estimators are based on a strong 
underlying assumption is that the small area bears the same characteristic for the large 
area. 
 For example, if 𝑦𝑦1, … ,𝑦𝑦𝑚𝑚 are the direct estimates of average income for m areas 
with population sizes 𝑁𝑁1, … ,𝑁𝑁𝑚𝑚, we may use the overall estimate 𝑦𝑦� 𝑠𝑠 = 𝛴𝛴𝑗𝑗=1𝑚𝑚 𝑁𝑁𝑗𝑗𝑦𝑦𝑗𝑗/𝑁𝑁 
for a particular area, say, 𝑖𝑖,where 𝑁𝑁 = 𝛴𝛴𝑗𝑗=1𝑚𝑚 𝑁𝑁𝑗𝑗. The idea is that this synthetic estimator 
has less mean squared error (MSE) compared to the direct estimator 𝑦𝑦𝑖𝑖 if the bias 
𝑦𝑦�𝑆𝑆 − 𝑦𝑦𝑖𝑖 is not too strong. On the other hand, a heavily biased estimator can affect the 
MSE as well. 
 One of the early use of synthetic estimation appears in Hansen, Hurwitz and 
Madow (1953, pp 483–486). They applied synthetic regression estimation in the 
context of radio listening. The objective was to estimate the median number of radio 
stations heard during the day in each of more than 500 counties in the US. The direct 
estimate 𝑦𝑦𝑖𝑖 of the true (unknown) median 𝑀𝑀𝑖𝑖 was obtained from a radio listening 
survey based on personal interviews for 85 county areas. The selection was made by 
first stratifying the population county areas into 85 strata based on geographical 
region and available radio service type. Then one county was selected from each 
stratum with probability proportional to the estimated number of families in the 
counties. A subsample of area segments was selected from each of the sampled county 
areas and families within the selected area segments were interviewed. 
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 In addition to the direct estimates, an estimate 𝑥𝑥𝑖𝑖 of 𝑀𝑀𝑖𝑖, obtained from a mail survey 
was used as a single covariate in the linear regression of 𝑦𝑦𝑖𝑖 on 𝑥𝑥𝑖𝑖. The mail survey was 
first conducted by sampling 1,000 families from each county area and mailing 
questionnaires. The 𝑥𝑥𝑖𝑖 were biased due to nonresponse (about 20% response rate) and 
incomplete coverage, but were anticipated to have high correlation with the 𝑀𝑀𝑖𝑖. 
Indeed, it turned out that 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑦𝑦𝑖𝑖  ,𝑥𝑥𝑖𝑖) = .70. For nonsampled counties, regression 
synthetic estimates were 𝑀𝑀�𝑖𝑖 = .52 + .74𝑥𝑥𝑖𝑖 . 
 Another example of Synthetic Estimation is due to Gonzalez and Hoza (JASA, 
1978, pp 7–15). Their objective was to develop intercensal estimates of various 
population characteristics for small areas. They discussed synthetic estimates of 
unemployment where the larger area is a geographic division and the small area is 
a county. 
 Specifically, let 𝑝𝑝𝑖𝑖𝑗𝑗  denote the proportion of labor force in county i that corresponds 
to cell 𝑗𝑗 (𝑗𝑗 = 1, … ,𝐺𝐺). Let 𝑢𝑢𝑗𝑗 denote the corresponding unemployment rate for cell 
𝑗𝑗 based on the geographic division where county 𝑖𝑖 belongs. Then, the synthetic 
estimate of the unemployment rate for county 𝑖𝑖 is given by 𝑢𝑢𝑖𝑖∗ =  𝛴𝛴𝑗𝑗=1𝐺𝐺 𝑝𝑝𝑖𝑖𝑗𝑗𝑢𝑢𝑗𝑗. These 
authors also suggested synthetic regression estimate for unemployment rates. 
 While direct estimators suffer from large variances and coefficients of variation for 
small areas, synthetic estimators suffer from bias, which often can be very severe. This 
led to the development of composite estimators, which are weighted averages of direct 
and synthetic estimators. The motivation is to balance the design bias of synthetic 
estimators and the large variability of direct estimators in a small area. 
 Let 𝑦𝑦𝑖𝑖𝑗𝑗 denote the characteristic of interest for the 𝑗𝑗th unit in the 𝑖𝑖th area; 𝑗𝑗 = 1,  
𝑁𝑁𝑖𝑖; 𝑖𝑖 = 1, … ,𝑚𝑚. Let 𝑥𝑥𝑖𝑖𝑗𝑗  denote some auxiliary characteristic for the 𝑗𝑗th unit in the 𝑖𝑖th 
local area. 
 Note that the population means are 𝑌𝑌𝚤𝚤� = 𝛴𝛴𝑗𝑗=1

𝑁𝑁𝑖𝑖 𝑦𝑦𝑖𝑖𝑗𝑗 ∕ 𝑁𝑁𝑖𝑖 and 𝑋𝑋�𝑖𝑖 = 𝛴𝛴𝑗𝑗=1
𝑁𝑁_𝑖𝑖𝑥𝑥𝑖𝑖𝑗𝑗 ∕ 𝑁𝑁𝑖𝑖. 

We denote the sampled observations as 𝑦𝑦𝑖𝑖𝑗𝑗, 𝑗𝑗 = 1, … ,  𝑛𝑛𝑖𝑖 with corresponding 
auxiliary variables 𝑥𝑥𝑖𝑖𝑗𝑗, 𝑗𝑗 = 1, … ,𝑛𝑛𝑖𝑖 . Let  𝛴𝛴𝑗𝑗=1

𝑛𝑛𝑖𝑖 𝑥𝑥𝑖𝑖𝑗𝑗 𝑛𝑛𝑖𝑖�̅�𝑥𝑖𝑖⁄ . is obtained from the sample. 
In addition, one needs to know 𝑋𝑋�𝑖𝑖, the population average of auxiliary variables. 
 A Direct Estimator (Ratio Estimator) of 𝑌𝑌�𝑖𝑖  is 𝑦𝑦�𝑖𝑖𝑅𝑅 = (𝑦𝑦�𝑖𝑖 �̅�𝑥𝑖𝑖⁄ )𝑋𝑋�𝑖𝑖. The corresponding 
Ratio Synthetic Estimator of 𝑌𝑌�𝑖𝑖   is (𝑦𝑦�𝑠𝑠 �̅�𝑥𝑠𝑠⁄ )𝑋𝑋�𝑖𝑖 where y�𝑠𝑠 = ∑ 𝑁𝑁𝑖𝑖𝑦𝑦�𝑖𝑖/∑ 𝑁𝑁𝑖𝑖𝑚𝑚

𝑖𝑖=1
𝑚𝑚
𝑖𝑖=1  and 

�̅�𝑥𝑠𝑠 = ∑ 𝑁𝑁𝑖𝑖�̅�𝑥𝑖𝑖/∑ 𝑁𝑁𝑖𝑖𝑚𝑚
𝑖𝑖=1

𝑚𝑚
𝑖𝑖=1 . A Composite Estimator of 𝑌𝑌�𝑖𝑖   is 

 
(𝑛𝑛𝑖𝑖 ∕ 𝑁𝑁𝑖𝑖)𝑦𝑦�𝑖𝑖 + (1− 𝑛𝑛𝑖𝑖 ∕ 𝑁𝑁𝑖𝑖)(𝑦𝑦�𝑠𝑠 ∕ �̅�𝑥𝑠𝑠)𝑋𝑋�𝑖𝑖′, 

 
where 𝑋𝑋�𝑖𝑖′ = (𝑁𝑁;−𝑛𝑛𝑖𝑖)−1𝛴𝛴𝑗𝑗=𝑛𝑛𝑖𝑖+1

𝑁𝑁𝑖𝑖 𝑥𝑥𝑖𝑖𝑗𝑗 ∕ (𝑁𝑁𝑖𝑖 − 𝑛𝑛𝑖𝑖). Note 𝑁𝑁𝑖𝑖𝑋𝑋�𝑖𝑖 = 𝑛𝑛𝑖𝑖�̅�𝑥𝑖𝑖 + (𝑁𝑁𝑖𝑖 − 𝑛𝑛𝑖𝑖)𝑋𝑋�𝑖𝑖′. 
All one needs to know is the population average 𝑋𝑋�𝑖𝑖 in addition to the already known 
sample average to �̅�𝑥𝑖𝑖  find 𝑋𝑋�𝑖𝑖′. Several other weights in forming a linear combination of 
direct and synthetic estimators have also been proposed in the literature. 
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 The Composite Estimator proposed in the previous paragraph can be given 
a model-based justification as well. Consider the model 𝑦𝑦𝑖𝑖𝑗𝑗 ~𝑖𝑖𝑛𝑛𝑖𝑖�𝑏𝑏𝑥𝑥𝑖𝑖𝑗𝑗 ,𝜎𝜎2𝑥𝑥𝑖𝑖𝑗𝑗� Best linear 
unbised estimator of 𝑏𝑏 is obtained by minimizing 𝛴𝛴𝑖𝑖=1𝑚𝑚 𝛴𝛴𝑗𝑗=1

𝑛𝑛𝑖𝑖 �𝑦𝑦𝑖𝑖𝑗𝑗 − 𝑏𝑏𝑥𝑥𝑖𝑖𝑗𝑗�
2 𝑥𝑥𝑖𝑖𝑗𝑗�   

The solution is 𝑏𝑏� =  𝑦𝑦�𝑠𝑠 �̅�𝑥𝑠𝑠⁄ . Now estimate 𝑌𝑌𝚤𝚤� = (𝛴𝛴𝑗𝑗=1
𝑛𝑛𝑖𝑖 𝑦𝑦𝑖𝑖𝑗𝑗 + 𝛴𝛴𝑗𝑗=𝑛𝑛𝑖𝑖+1

𝑁𝑁𝑖𝑖 𝑦𝑦𝑖𝑖𝑗𝑗)/𝑁𝑁𝑖𝑖   by 
𝛴𝛴𝑗𝑗=1
𝑛𝑛𝑖𝑖 𝑦𝑦𝑖𝑖𝑗𝑗 𝑁𝑁𝑖𝑖⁄ + 𝑏𝑏�𝛴𝛴𝑗𝑗=𝑛𝑛𝑖𝑖+1

𝑁𝑁𝑖𝑖 𝑥𝑥𝑖𝑖𝑗𝑗/𝑁𝑁𝑖𝑖. This simplifies to the expression given in the previous 
paragraph. Holt, Smith and Tomberlin (1979) provided more general model-based 
estimators of this type. 

5. Model-based small area estimation 

Small area models link explicitly the sampling model with random area specific effects. 
The latter accounts for between area variation beyond that is explained by auxiliary 
variables. We classify small area models into two broad types. First, the “area level” 
models that relate small area direct estimators to area-specific covariates. Such 
models are necessary if unit (or element) level data are not available. Second, the 
“unit level” models that relate the unit values of a study variable to unit-specific 
covariates. Indirect estimators based on small area models will be called “model-based 
estimators”. 
 The model-based approach to small area estimation offers several advantages. First, 
“optimal” estimators can be derived under the assumed model. Second, area specific 
measures of variability can be associated with each estimator unlike global measures 
(averaged over small areas) often used with traditional indirect estimators. Third, 
models can be validated from the sample data. Fourth, one can entertain a variety of 
models depending on the nature of the response variables and the complexity of data 
structures. Fifth, the use of models permits optimal prediction for areas with no 
samples, areas where prediction is of utmost importance. 
 In spite of the above advantages, there should be a cautionary note regarding 
potential model failure. We will address this issue to a certain extent in Section 7 when 
we discuss benchmarking. Another important issue that has emerged in recent years, 
is design-based evaluation of small area predictors. In particular, design-based mean 
squared errors (MSE’s) is of great appeal to practitioners and users of small area 
predictors, because of their long- standing familiarity with the latter. Two recent 
articles addressing this issue are Pfeffermann and Ben-Hur (2018) and Lahiri and 
Pramanik (2019). 
 The classic small area model is due to Fay and Herriot (JASA, 1979) with Sampling 
Model: 𝑦𝑦𝑖𝑖=𝜃𝜃𝑖𝑖+ei, 𝑖𝑖 = 1, … ,𝑚𝑚 and Linking Model: 𝜃𝜃𝑖𝑖 = 𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏 + 𝑢𝑢𝑖𝑖, 𝑖𝑖 = 1, … ,𝑚𝑚. The 
target is estimation of the 𝜃𝜃𝑖𝑖 , 𝑖𝑖 = 1, …  𝑚𝑚. It is assumed that 𝑒𝑒𝑖𝑖 are independent 
(0,𝐷𝐷𝑖𝑖), where the 𝐷𝐷𝑖𝑖 are known and the 𝑢𝑢𝑖𝑖 are iid (0,𝐴𝐴), where 𝐴𝐴 is unknown. The 
assumption of known 𝐷𝐷𝑖𝑖 can be put to question because they are, in fact, sample 
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estimates. But the assumption is needed to avoid nonidentifiablity in the absence of 
microdata. This is evident when one writes 𝑦𝑦𝑖𝑖 = 𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏 + 𝑢𝑢𝑖𝑖  + 𝑒𝑒𝑖𝑖. In the presence of 
microdata, it is possible to estimate the Di as well. An example appears in Ghosh, 
Myung and Moura (2018). 
 A few notations are needed to describe the Fay-Herriot procedure. Let 
𝑦𝑦 = (𝑦𝑦1, … ,𝑦𝑦𝑚𝑚)𝑇𝑇; 𝜃𝜃 = (𝜃𝜃𝑖𝑖 , … ,𝜃𝜃𝑚𝑚)𝑇𝑇: 𝑒𝑒 = (𝑒𝑒1, … , 𝑒𝑒𝑚𝑚)𝑇𝑇; 𝑢𝑢 = (𝑢𝑢1, … ,𝑢𝑢𝑚𝑚)𝑇𝑇; 𝑋𝑋𝑇𝑇 = 
= (𝑥𝑥1, … , 𝑥𝑥𝑚𝑚); 𝑏𝑏 = (𝑏𝑏1, … , 𝑏𝑏𝑝𝑝)𝑇𝑇. 
 We assume 𝑋𝑋 has rank 𝑝𝑝(< 𝑚𝑚). In vector notations, we write 𝑦𝑦 = 𝜃𝜃 + 𝑒𝑒 and 
𝜃𝜃 = 𝑋𝑋𝑏𝑏 + 𝑢𝑢. 
 For known 𝐴𝐴, the best linear unbiased predictor (BLUP) of 𝜃𝜃𝑖𝑖 is (1− 𝐵𝐵𝑖𝑖)𝑦𝑦𝑖𝑖 + 
+𝐵𝐵𝑖𝑖𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏�. where 𝑏𝑏� = (𝑋𝑋𝑇𝑇𝑉𝑉–1𝑋𝑋)–1𝑋𝑋𝑇𝑇𝑉𝑉–1𝑦𝑦, 𝑉𝑉 = 𝐷𝐷𝑖𝑖𝐷𝐷𝐷𝐷(𝐷𝐷1 + 𝐴𝐴, … ,  𝐷𝐷𝑚𝑚 + 𝐴𝐴) and 
𝐵𝐵𝑖𝑖 = 𝐷𝐷𝑖𝑖/(𝐴𝐴+ 𝐷𝐷𝑖𝑖). The BLUP is also the best unbiased predictor under assumed 
normality of 𝑦𝑦 and 𝜃𝜃. 
 It is possible to give an alternative Bayesian formulation of the Fay-Herriott 
model. Let 𝑦𝑦𝑖𝑖 �𝜃𝜃𝑖𝑖 ~𝑖𝑖𝑛𝑛𝑖𝑖𝑁𝑁(𝜃𝜃1;𝐷𝐷𝑖𝑖);𝜃𝜃𝑖𝑖� 𝑏𝑏 ~𝑖𝑖𝑛𝑛𝑖𝑖𝑁𝑁�𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏,𝐴𝐴� Then the Bayes estimator of 𝜃𝜃𝑖𝑖 is 
(1–𝐵𝐵𝑖𝑖)𝑦𝑦 + 𝐵𝐵𝑖𝑖𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏, where 𝐵𝐵𝑖𝑖 = 𝐷𝐷𝑖𝑖/(A + D𝑖𝑖). If instead we put a uniform(𝑅𝑅𝑝𝑝) prior for 
𝑏𝑏, the Bayes estimator of 𝜃𝜃𝑖𝑖 is the same as its BLUP. Thus, there is a duality between 
the BLUP and the Bayes estimator. 
 However, in practice, A is unknown. A hierarchical prior joint for both 𝑏𝑏 and 𝐴𝐴 
is 𝜋𝜋(𝑏𝑏,𝐴𝐴) = 1. (Morris, 1983, JASA). Otherwise, estimate 𝐴𝐴 to get the resulting 
empirical Bayes or empirical BLUP. We now describe the latter. 
 There are several methods for estimation of 𝐴𝐴. Fay and Herriot (1979) 
suggested solving iteratively the two equations (i)𝑏𝑏� = (𝑋𝑋𝑇𝑇𝑉𝑉–1𝑋𝑋)–1𝑋𝑋𝑇𝑇𝑉𝑉–1𝑦𝑦 and 
(ii) ∑ (𝑦𝑦𝑖𝑖 − 𝑚𝑚

𝑖𝑖=1 𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏�)2 = 𝑚𝑚–𝑝𝑝. 
 The motivation for (i) comes from the fact that 𝑏𝑏� is the best linear unbiased 
estimator (BLUE) of 𝑏𝑏 when A is known. The second is a method of moments 
equation noting that the expectation of the left hand side equals 𝑚𝑚− 𝑝𝑝. 
 The Fay-Herriot method does not provide an explicit expression for 𝐴𝐴. Prasad and 
Rao (1990, JASA) suggested instead a unweighted least squares approach, which 
provides an exact expression for 𝐴𝐴. Specifically, they proposed the estimator 

𝑏𝑏�𝐿𝐿 = (𝑋𝑋𝑇𝑇𝑋𝑋)
–1
𝑋𝑋𝑇𝑇𝑦𝑦. 

Then 𝐸𝐸�𝑦𝑦 − 𝑥𝑥𝑏𝑏�𝐿𝐿�
2 = (𝑚𝑚− 𝑝𝑝)𝐴𝐴 + 𝛴𝛴𝑖𝑖=1𝑚𝑚 𝐷𝐷𝑖𝑖(1− 𝐶𝐶�̇�𝚤), 𝐶𝐶𝑖𝑖 = 𝑥𝑥𝑖𝑖𝑇𝑇(𝑥𝑥𝑇𝑇𝑥𝑥)−1𝑥𝑥𝑖𝑖 , 𝑖𝑖 = 1, … ,𝑚𝑚. 

 

This leads to �̂�𝐴𝐿𝐿 = 𝑚𝑚𝐷𝐷𝑥𝑥 �0, �𝑦𝑦−𝑥𝑥𝑏𝑏
�𝐿𝐿�

2−𝛴𝛴𝑖𝑖−1
𝑚𝑚 𝐷𝐷𝑖𝑖(1−𝑟𝑟𝑖𝑖)

𝑚𝑚−𝑝𝑝
� and accordingly 𝐵𝐵�𝑖𝑖𝑙𝑙 = 𝐷𝐷𝑖𝑖 ∕

��̂�𝐴𝐿𝐿 + 𝐷𝐷𝑖𝑖� The corresponding estimator of θ is 𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸 = �1− 𝐵𝐵�𝑖𝑖𝐿𝐿�𝑦𝑦𝑖𝑖 + 𝐵𝐵�𝑖𝑖𝐿𝐿𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏���̃�𝐴𝐿𝐿�, 
where 
 

𝑏𝑏���̃�𝐴𝐿𝐿� = [𝑋𝑋𝑇𝑇𝑉𝑉−1��̃�𝐴𝐿𝐿�𝑋𝑋]−1𝑋𝑋𝑇𝑇𝑉𝑉−1��̃�𝐴𝐿𝐿�𝑦𝑦. 
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Prasad and Rao also found an approximation to the mean squared error (Bayes risk) 
of their EBLUP or EB estimators. Under the subjective prior 𝜃𝜃𝑖𝑖    

N�𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏,  𝐴𝐴�, the Bayes estimator of 𝜃𝜃𝑖𝑖  is 𝜃𝜃�𝑖𝑖𝐸𝐸 = (1− 𝐵𝐵𝑖𝑖)𝑦𝑦𝑖𝑖 + 𝐵𝐵𝑖𝑖𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏,𝐵𝐵𝑖𝑖 = 𝐷𝐷𝑖𝑖(𝐴𝐴+ 𝐷𝐷𝑖𝑖). 
Also, write 𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸(𝐴𝐴) = (1− 𝐵𝐵𝑖𝑖)𝑦𝑦𝑖𝑖 + 𝐵𝐵𝑖𝑖𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏�(𝐴𝐴). Then 𝐸𝐸�𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸 − 𝜃𝜃𝑖𝑖�2= 𝐸𝐸(𝜃𝜃�𝑖𝑖𝐸𝐸 − 
 – 𝜃𝜃𝑖𝑖)2 + 𝐸𝐸(𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸(𝐴𝐴) − 𝜃𝜃�𝑖𝑖𝐸𝐸)2 + 𝐸𝐸(𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸 − 𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸(𝐴𝐴))2 
 The cross-product terms vanish due to their method of estimation of 𝐴𝐴, by a result 
of Kackar and Harville (1984). The first term is the Bayes risk if both b and A were 
known. The second term is the additional uncertainty due to estimation of 𝑏𝑏 when 𝐴𝐴 
is known. The third term accounts for further uncertainty due to estimation of 𝐴𝐴. 
 One can get exact expressions 𝐸𝐸(𝜃𝜃𝑖𝑖 −  𝜃𝜃�𝑖𝑖𝐸𝐸)2=𝐷𝐷𝑖𝑖/(1−𝐵𝐵𝑖𝑖) =𝐷𝐷1𝑖𝑖(A), say and 
𝐸𝐸(𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸(𝐴𝐴)  −  𝜃𝜃�𝑖𝑖𝐸𝐸)2=𝐵𝐵𝑖𝑖2𝑥𝑥𝑖𝑖𝑇𝑇(𝑋𝑋𝑇𝑇𝑉𝑉−1𝑋𝑋)−1𝑥𝑥𝑖𝑖=𝐷𝐷2𝑖𝑖(𝐴𝐴), say. However, the third term, 
𝐸𝐸(𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸)  −  𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸(𝐴𝐴))2 needs an approximation. An approximate expression correct up 
to 𝑂𝑂(𝑚𝑚–1), i.e. the remainder term is of 𝐶𝐶(𝑚𝑚–1), as given in Prasad and Rao,  
is 2B2(Di+A)−1A2 ∑  (1 𝑚𝑚

𝑖𝑖=1 −Bi)2/m2=g3i(A), say. Further, an estimator of this MSE 
correct up to 𝑂𝑂(𝑚𝑚–1) is 𝐷𝐷1𝑖𝑖(�̂�𝐴)+𝐷𝐷2𝑖𝑖(�̂�𝐴)+2𝐷𝐷3𝑖𝑖(�̂�𝐴). This approximation is justified by 
noticing E[𝐷𝐷1𝑖𝑖(�̂�𝐴)] =𝐷𝐷1𝑖𝑖(𝐴𝐴)− 𝐷𝐷3𝑖𝑖(A)+o(m−1). 
 A well-known example where this method has been applied is estimation of median 
income of four-person families for the 50 states and the District of Columbia in the 
United States. The U.S. Department of Health and Human Services (HHS) has a direct 
need for such data at the state level in formulating its energy assistance program for low-
income families. The basic source of data is the annual demographic supplement to the 
March sample of the Current Population Survey (CPS), which provides the median 
income of four-person families for the preceding year. Direct use of CPS estimates is 
usually undesirable because of large CV’s associated with them. More reliable results are 
obtained these days by using empirical and hierarchical Bayesian methods. 
 Here sample estimates of  
area estimate, and ei.TR the “truth”, i.e. the figure available from the recent most 
decennial census. The panel recommended the following four criteria for comparison. 

Average Relative Absolute Bias = (51)−1 ∑𝑖𝑖=151 |𝑒𝑒𝑖𝑖 − 𝑒𝑒𝑖𝑖,𝑇𝑇𝑅𝑅|/𝑒𝑒𝑖𝑖,𝑇𝑇𝑅𝑅 

Average Squared Relative Bias =(51)−1∑𝑖𝑖=151 (𝑒𝑒𝑖𝑖 − 𝑒𝑒𝑖𝑖,𝑇𝑇𝑅𝑅)2/𝑒𝑒𝑖𝑖,𝑇𝑇𝑅𝑅2 . 

Average Absolute Bias = (51)−1∑𝑖𝑖=151 |𝑒𝑒𝑖𝑖 − 𝑒𝑒𝑖𝑖,𝑇𝑇𝑅𝑅| 

Average Squared Deviation = (51)−1∑𝑖𝑖=151 (𝑒𝑒𝑖𝑖 − 𝑒𝑒𝑖𝑖,𝑇𝑇𝑅𝑅)2 

 
Table 1 compares the Sample Median, the Bureau Estimate and the Empirical BLUP 
according to the four criteria as mentioned above. 
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Table 1.  Average Relative Absolute Bias, Average Squared Relative Bias,  
Average Absolute Bias and Average Squared Deviation (in 100,000) of the Estimates. 

 Bureau Estimate Sample Median EB 

Aver. rel. bias  ....................................... 0.325 0.498 0.204 
Aver. sq. rel bias  ................................. 0.002 0.003 0.001 
Aver. abs. bias  ..................................... 722.8 1090.4 450.6 
Aver. sq. dev. ........................................ 8.36 16.31 3.34 

 
There are other options for estimation of 𝐴𝐴. One due to Datta and Lahiri (2000) uses 
the MLE or the residual MLE (RMLE). With this estimator, 𝐷𝐷3𝑖𝑖𝐷𝐷𝐿𝐿 is approximated by 
2𝐷𝐷2  (A + Di)−3[∑ (𝐴𝐴 + 𝐷𝐷𝑖𝑖)𝑚𝑚

𝑖𝑖=1
−2]−1, while 𝐷𝐷1𝑖𝑖 and 𝐷𝐷2𝑖𝑖 remain unchanged. Finally, 

Datta, Rao and Smith (2005), went back to the original Fay-Herriot method of 
estimation of A, and obtained 𝐷𝐷3𝑖𝑖𝐷𝐷𝑅𝑅𝑆𝑆=2𝐷𝐷𝑖𝑖2 (A+Di)−3m[∑ (𝐴𝐴 + 𝐷𝐷𝑖𝑖)𝑚𝑚

𝑖𝑖=1
−2]−1 

 
 The string of inequalities 
 

𝑚𝑚−1�(𝐴𝐴 + 𝐷𝐷𝑖𝑖)2
𝑚𝑚

1=1

≥ �𝑚𝑚−1�(𝐴𝐴 + 𝐷𝐷𝑖𝑖)
𝑚𝑚

𝑖𝑖=1

�
2

≥ 𝑚𝑚2 ��(𝐴𝐴 + 𝐷𝐷𝑖𝑖)−1
𝑚𝑚

𝑖𝑖=1

�
2

 

 
leads to 𝐷𝐷3𝑖𝑖𝑃𝑃𝑅𝑅 ≥ 𝐷𝐷3𝑖𝑖𝐷𝐷𝑅𝑅𝑆𝑆. Another elementary inequality ∑ (𝐴𝐴 + 𝐷𝐷𝑖𝑖)−2𝑚𝑚

𝑖𝑖=1 ≥
𝑚𝑚−1[∑ (𝐴𝐴 + +𝐷𝐷𝑖𝑖)𝑚𝑚

𝑖𝑖=1
−1]2 leads to 𝐷𝐷3𝑖𝑖𝐷𝐷𝑅𝑅𝑆𝑆 ≥ 𝐷𝐷3𝑖𝑖𝐷𝐷𝐿𝐿 . All three expressions for 𝐷𝐷3𝑖𝑖 equal 

when 𝐷𝐷1 = … = 𝐷𝐷𝑚𝑚 
It is also pointed out in Datta, Rao and Smith that while both Prasad-Rao and 

REML estimators of A lead to the same MSE estimator correct up to 𝑂𝑂(𝑚𝑚−1), a further 
adjustment to this estimator is needed when one uses either the the ML or the Fay-
Herriot estimator of A. The simulation study undertaken in Datta, Rao and Smith also 
suggests that the ML, REML and Fay-Herriot methods of estimation of A perform 
quite similarly in regards to the MSE of the small area estimators, but the Prasad-Rao 
approach usually leads to a bigger MSE. However, they all perform far superior to the 
MSE’s of the direct estimators. 

Over the years, other approaches to MSE estimation have appeared, some quite 
appealing as well as elegant. The two most prominent ones appear to be the ones due 
to Jackknife and Bootstrap. Jiang and Lahiri (2001), Jiang, Lahiri and Wan (2002), 
Chen and Lahiri (2002), Das, Jiang and Rao (2004) all considered Jackknife estimation 
of the MSE that avoid the detailed Taylor series expansion of the MSE. A detailed 
discussion paper covering many aspects of related methods appears in Jiang and 
Lahiri (2006). Pfeffermann and Tiller (2005), Butar and Lahiri (2003) considered 
bootstrap estimation of the MSE. More recently, Yoshimori and Lahiri (2014) 
considered adjusted likelihood estimation of A. Booth and Hobert (1998) introduced 
a conditional approach for estimating the MSE. In a different vein, Lahiri and Rao 
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(1995) dispensed with the normality assumption of the random effects, assuming 
instead its eighth moment in the Fay-Herriot model. 

Pfeffermann and Correa (2012) proposed an approach which they showed to 
perform much better than the “classical” jackknife and bootstrap methods. 
Pfeffermann and Ben-Hur (2018) used a similar approach for estimating the design-
based MSE of model-based predictors. 

Small area estimation problems have also been considered for the general 
exponential family model. Suppose 𝑦𝑦𝑖𝑖|𝜃𝜃𝑖𝑖 are independent with 𝑓𝑓(𝑦𝑦𝑖𝑖|𝜃𝜃𝑖𝑖) = 
= 𝑒𝑒𝑥𝑥𝑝𝑝[𝑦𝑦𝑖𝑖𝜃𝜃𝑖𝑖 − 𝜓𝜓(𝜃𝜃𝑖𝑖) + ℎ(𝑦𝑦𝑖𝑖)], 𝑖𝑖 = 1, … ,𝑚𝑚. An example is the Bernoulli (𝑝𝑝𝑖𝑖) where 
𝜃𝜃𝑖𝑖 = logit(𝑝𝑝𝑖𝑖) = log(𝑝𝑝𝑖𝑖/(1− 𝑝𝑝𝑖𝑖)) and Poisson(𝜆𝜆𝑖𝑖) where 𝜃𝜃𝑖𝑖 = log(𝜆𝜆𝑖𝑖). One models 
the 𝜃𝜃𝑖𝑖 as independent 𝑁𝑁(𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏,𝐴𝐴) and proceeds. Alternately, use beta priors for the 𝑝𝑝𝑖𝑖 
and gamma priors for the 𝜆𝜆𝑖𝑖. 

The two options are to estimate the prior parameters either using an empirical 
Bayes approach or alternately using a hierarchical Bayes approach assigning 
distributions to the prior parameters. The latter was taken by Ghosh et al. (1998) in 
a general framework. Other work is due to Raghunathan (1993) and Malec et al. 
(1997). A method for MSE estimation in such contexts appears in Jiang and Lahiri 
(2001). 

Jiang, Nguyen and Rao (2011) evaluated the performance of a BLUP or EBLUP 
using only the sampling model 𝑦𝑦𝑖𝑖 ~𝑖𝑖𝑛𝑛𝑖𝑖(𝜃𝜃𝑖𝑖,𝐷𝐷𝑖𝑖). Recall B𝑖𝑖 = 𝐷𝐷𝑖𝑖/(A + 𝐷𝐷𝑖𝑖). Then 
 

𝐸𝐸[{(1− 𝐵𝐵𝑖𝑖)𝑦𝑦𝑖𝑖 + 𝐵𝐵𝑖𝑖𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏 − 𝜃𝜃𝑖𝑖}2|𝜃𝜃𝑖𝑖] = (1− 𝐵𝐵𝑖𝑖)2𝐷𝐷𝑖𝑖 + 𝐵𝐵𝑖𝑖2(𝜃𝜃𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏)2. 

 

Noting that 𝐸𝐸[(𝑦𝑦𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏)2|𝜃𝜃𝑖𝑖] = 𝐷𝐷𝑖𝑖 + (𝜃𝜃𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏)2, an unbiased estimator of the 
above MSE is (1 −𝐵𝐵𝑖𝑖)2𝐷𝐷𝑖𝑖 − 𝐵𝐵𝑖𝑖2𝐷𝐷𝑖𝑖 + 𝐵𝐵𝑖𝑖2(𝑦𝑦𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑇𝑇𝑏𝑏)2. When one minimizes the above 
with respect to 𝑏𝑏 and 𝐴𝐴, then the resulting estimators of of 𝑏𝑏 and 𝐴𝐴 are referred to as 
observed best predictive estimators. The corresponding estimators of the 𝜃𝜃𝑖𝑖 are 
referred to as the “observed best predictors”. These authors suggested Fay-Herriot or 
Prasad-Rao method for estimation of 𝑏𝑏 and 𝐴𝐴. 

6. Model-based small area estimation: unit specific models 

Unit Specific Models are those where observations are available for the sampled units 
in the local areas. In addition, unit-specific auxiliary information is available for these 
sampled units, and possibly for the non-sampled units as well. 

To be specific, consider 𝑚𝑚 local areas where the 𝑖𝑖th local area has 𝑁𝑁𝑖𝑖 units with 
a sample of size 𝑛𝑛𝑖𝑖. We denote the sampled observations by 𝑦𝑦𝑖𝑖1 … , 𝑦𝑦𝑖𝑖𝑛𝑛𝑖𝑖, 𝑖𝑖 = 1, … ,𝑚𝑚. 
Consider the model 
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𝑦𝑦𝑖𝑖𝑗𝑗 = 𝑥𝑥𝑖𝑖𝑗𝑗𝑇𝑇𝑏𝑏 + 𝑢𝑢𝑖𝑖 + 𝑒𝑒𝑖𝑖𝑗𝑗 , 𝑗𝑗 = 1, …𝑁𝑁𝑖𝑖 , 𝑖𝑖 = 1, … ,𝑚𝑚. 
 

The 𝑢𝑢𝑖𝑖’s and 𝑒𝑒𝑖𝑖𝑗𝑗’s are mutually independent with the 𝑢𝑢𝑖𝑖 iid (0,𝜎𝜎2 ), and the 𝑒𝑒𝑖𝑖𝑗𝑗 
independent (0,𝜎𝜎2𝜓𝜓𝑖𝑖𝑗𝑗). 

The above nested error regression model was considered by Battese, Harter and 
Fuller (BHF, 1988), where 𝑦𝑦𝑖𝑖𝑗𝑗 is the area devoted to corn or soybean for the jth 
segment in the 𝑖𝑖th county; 𝑥𝑥𝑖𝑖𝑗𝑗 = (1,𝑥𝑥𝑖𝑖𝑗𝑗1,𝑥𝑥𝑖𝑖𝑗𝑗2)𝑇𝑇 , where 𝑥𝑥𝑖𝑖𝑗𝑗1 denotes the no. of pixels 
classified as corn for the 𝑗𝑗th segment in the 𝑖𝑖th county and 𝑥𝑥𝑖𝑖𝑗𝑗2 denotes the no. of 
pixels classified as soybean for the 𝑗𝑗th segment in the 𝑖𝑖th county; 𝑏𝑏 = (𝑏𝑏0,𝑏𝑏1, 𝑏𝑏2)T is 
the vector of regression coefficients. BHF took 𝜓𝜓𝑖𝑖𝑗𝑗 = 1. The primary goal of BHF was 
to estimate the 𝑌𝑌�𝑖𝑖 = 𝑁𝑁−1 ∑ 𝑦𝑦𝑖𝑖𝑗𝑗

𝑁𝑁𝑖𝑖
𝑗𝑗=1 , the population average of area under corn or 

soybean for the 12 areas in North Central Iowa, 𝑁𝑁𝑖𝑖 denoting the population size in 
area 𝑖𝑖. 

A second example appears in Ghosh and Rao (1994). Here 𝑦𝑦𝑖𝑖𝑗𝑗 denotes wages 
and salaries paid by the 𝑗𝑗th business firm in the 𝑖𝑖th census division in Canada 
and 𝑥𝑥𝑖𝑖𝑗𝑗 = (1,𝑥𝑥𝑖𝑖𝑗𝑗)𝑇𝑇 , where 𝑥𝑥𝑖𝑖𝑗𝑗 is the gross business income of the 𝑗𝑗th business firm in 
the 𝑖𝑖th census division. In this application, 𝜓𝜓𝑖𝑖𝑗𝑗 = 𝑥𝑥𝑖𝑖𝑗𝑗 was found more appropriate 
than the usual model involving homoscedasticity. 

I consider in some detail the BHF model. Their ultimate goal was to  
estimate the population means 𝑌𝑌�𝑖𝑖 = (𝑁𝑁𝑖𝑖)−1 ∑ 𝑦𝑦𝑖𝑖𝑗𝑗

𝑁𝑁𝑖𝑖
𝑗𝑗=1 . In matrix notation, we write 

𝑦𝑦𝑖𝑖 = (𝑦𝑦𝑖𝑖1, … , 𝑦𝑦𝑖𝑖𝑛𝑛𝑖𝑖)
𝑇𝑇, 𝑋𝑋𝑖𝑖 = (𝑋𝑋𝑖𝑖1, … ,𝑋𝑋𝑖𝑖𝑛𝑛𝑖𝑖)

𝑇𝑇, 𝑒𝑒𝑖𝑖 = (𝑒𝑒𝑖𝑖1, … , 𝑒𝑒𝑖𝑖𝑛𝑛𝑖𝑖)
𝑇𝑇, 𝑖𝑖 = 1, … ,𝑚𝑚. Thus, 

the model is rewritten as 
 

𝑦𝑦𝑖𝑖 = 𝑋𝑋𝑖𝑖𝑏𝑏 + 𝑢𝑢𝑖𝑖1𝑛𝑛𝑖𝑖 + 𝑒𝑒𝑖𝑖 , 𝑖𝑖 = 1, … ,𝑚𝑚. 
 

Clearly, 𝐸𝐸(𝑦𝑦𝑖𝑖) = 𝑋𝑋𝑖𝑖𝑏𝑏 and 𝑉𝑉𝑖𝑖 = 𝑉𝑉(𝑦𝑦𝑖𝑖) = 𝜎𝜎𝑒𝑒2𝐼𝐼𝑛𝑛𝑖𝑖 + 𝜎𝜎𝑢𝑢2𝐽𝐽𝑛𝑛𝑖𝑖, where 𝐽𝐽𝑛𝑛𝑖𝑖 denote the matrix 
with all elements equal to 1. Write �̅�𝑥𝑖𝑖 =  ∑ 𝑥𝑥𝑖𝑖𝑗𝑗

𝑁𝑁𝑖𝑖
𝑗𝑗=1 /𝑛𝑛𝑖𝑖 .𝐷𝐷nd 𝑦𝑦�𝑖𝑖 =  ∑ 𝑦𝑦𝑖𝑖𝑗𝑗

𝑁𝑁𝑖𝑖
𝑗𝑗=1 /𝑛𝑛𝑖𝑖 .The 

target is estimation of 𝑋𝑋�𝑖𝑖𝑇𝑇𝑏𝑏 + 𝑢𝑢𝑖𝑖1𝑛𝑛𝑖𝑖, where 𝑋𝑋�𝑖𝑖 =  𝑁𝑁𝑖𝑖−1 ∑ 𝑥𝑥𝑖𝑖𝑗𝑗 ,𝑁𝑁𝑖𝑖
𝑗𝑗=1   1, … ,𝑚𝑚. 

For known 𝜎𝜎𝑢𝑢2 and 𝜎𝜎𝑒𝑒2, the BLUP of �̅�𝑥𝑖𝑖𝑇𝑇𝑏𝑏 + 𝑢𝑢𝑖𝑖1𝑛𝑛𝑖𝑖   is (1− 𝐵𝐵𝑖𝑖)𝑦𝑦𝑖𝑖  +Bi�̅�𝑥𝑖𝑖𝑇𝑇𝑏𝑏�, where 
𝐵𝐵𝑖𝑖 = (𝜎𝜎𝑒𝑒2/𝑛𝑛𝑖𝑖)/𝜎𝜎𝑒𝑒2/𝑛𝑛𝑖𝑖 + 𝜎𝜎𝑢𝑢2)  and 𝑏𝑏� = ∑  𝑋𝑋𝑖𝑖𝑇𝑇𝑉𝑉𝑖𝑖

−1𝑋𝑋𝑖𝑖)−1 (∑  𝑋𝑋𝑖𝑖𝑇𝑇𝑉𝑉𝑖𝑖
−1𝑦𝑦𝑖𝑖).𝑚𝑚

𝑖𝑖=1
𝑚𝑚
𝑖𝑖=1 Hence, 

the BLUP of 𝑋𝑋�𝑖𝑖𝑇𝑇𝑏𝑏 + 𝑢𝑢𝑖𝑖1𝑛𝑛𝑖𝑖 is [(1− 𝐵𝐵𝑖𝑖)[𝑦𝑦�𝑖𝑖 + (𝑋𝑋�𝑖𝑖 − �̅�𝑥𝑖𝑖)𝑇𝑇𝑏𝑏�]  + 𝐵𝐵𝑖𝑖𝑋𝑋�𝑖𝑖𝑇𝑇𝑏𝑏� . 
 
BHF used method of moment estimation to get unbiased estimators of unknown 𝜎𝜎𝑢𝑢2 
and 𝜎𝜎𝑒𝑒2. The EBLUP of 𝑋𝑋�𝑖𝑖𝑇𝑇𝑏𝑏 + 𝑢𝑢𝑖𝑖 is now found by substituting these estimates of 𝜎𝜎𝑢𝑢2 and 𝜎𝜎𝑒𝑒2 
in the BLUP formula. Estimation of 𝜎𝜎𝑒𝑒2 is based on the moment identity 
 

𝐸𝐸 ����𝑦𝑦𝑖𝑖𝑗𝑗–
𝑛𝑛𝑖𝑖

𝑗𝑗=1

𝑚𝑚

𝑖𝑖=1

�̅�𝛾𝑖𝑖– �𝑥𝑥𝑖𝑖𝑗𝑗– �̅�𝑥𝑖𝑖�
𝑇𝑇𝑏𝑏��

2

= (𝑛𝑛–𝑚𝑚–𝑝𝑝1), 
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where 𝑝𝑝1 is the number of non-zero 𝑥𝑥 deviations. The second moment identity 
is given by 
 

𝐸𝐸 ����𝑥𝑥𝑖𝑖𝑗𝑗– �̅�𝑥𝑖𝑖�
𝑇𝑇𝑏𝑏�

𝑛𝑛𝑖𝑖

𝑗𝑗=1

𝑚𝑚

𝑖𝑖=1

�

2

= (𝑛𝑛–𝑝𝑝)𝜎𝜎𝑐𝑐2 + 𝜎𝜎𝑢𝑢2  �𝑚𝑚 −�𝑛𝑛𝑖𝑖2𝑥𝑥𝑖𝑖𝑇𝑇(𝑥𝑥𝑇𝑇𝑥𝑥)−1�̅�𝑥𝑖𝑖

𝑚𝑚

𝑖𝑖=1

� , 

 
where 𝑏𝑏�  =  (𝑋𝑋𝑇𝑇𝑋𝑋)–1 𝑋𝑋𝑇𝑇𝑦𝑦, y = (𝑦𝑦1𝑇𝑇 …, 𝑦𝑦𝑚𝑚𝑇𝑇 )T. If this results in a negative estimator of 
𝜎𝜎𝑢𝑢2, they set the estimator equal to zero. 
 Of course, the method of moments estimators can be replaced by maximum 
likelihood, REML or other estimators as discussed in the previous section. Alternately, 
one can adopt a hierarchical Bayesian approach as taken in Datta and Ghosh (1991). 
First, it may be noted that if the variance components  𝜎𝜎𝑒𝑒2 and 𝜎𝜎𝑢𝑢2 were known, 
a uniform prior on b leads to a HB estimator of 𝑋𝑋�𝑖𝑖𝑇𝑇𝑏𝑏 + 𝑢𝑢𝑖𝑖 , which equals its BLUP. 
Another interesting observation is that the BLUP of 𝑋𝑋�𝑖𝑖𝑇𝑇𝑏𝑏 + 𝑢𝑢𝑖𝑖  depends only on the 
variance ratio 𝜎𝜎𝑢𝑢2/𝜎𝜎𝑒𝑒2 = 𝜆𝜆, say. Rather than assigning priors separately for 𝜎𝜎𝑢𝑢2 and 𝜎𝜎𝑒𝑒2, 
it suffices to assign a prior to 𝜆𝜆 . This is what was proposed in Datta and Ghosh (1991), 
who assigned a Gamma prior to 𝜆𝜆. The Bayesian approach of Datta and Ghosh (1991) 
did also acccommodate the possibility of multiple random effects. 

7. Benchmarking 

The model-based small area estimates, when aggregated, may not equal the 
corresponding estimated for the larger area. On the other hand, the direct estimate for 
a larger area, for example, a national level estimate, is quite reliable. Moreover, 
matching the latter may be a good idea, for instance to maintain consistency in 
publication, and very often for protection against model failure. The latter may not 
always be achieved, for example in time series models, as pointed out by Wang, Fuller 
and Qu (2008). 
 Specifically, suppose 𝜃𝜃𝑖𝑖 is the ith area mean and 𝜃𝜃𝑇𝑇 = ∑ 𝑤𝑤𝑖𝑖𝜃𝜃𝑖𝑖𝑚𝑚

𝑖𝑖=1  is the overall mean, 
where 𝑤𝑤𝑗𝑗 may be the known proportion of units in the 𝑗𝑗th area. The direct estimate 
for 𝜃𝜃𝑇𝑇 is ∑ 𝑤𝑤𝑖𝑖𝜃𝜃�𝑖𝑖𝑚𝑚

𝑖𝑖=1 . Also, let  𝜃𝜃�𝑖𝑖  denote an estimator of 𝜃𝜃𝑖𝑖 based on a certain model. 
Then ∑ 𝑤𝑤𝑖𝑖𝜃𝜃�𝑖𝑖𝑚𝑚

𝑖𝑖=1  is typically not equal to ∑ 𝑤𝑤𝑖𝑖𝜃𝜃�𝑖𝑖𝑚𝑚
𝑖𝑖=1  

 In order to address this, people have suggested (i) ratio adjusted estimators 
 

𝜃𝜃�𝑖𝑖𝑅𝑅𝑅𝑅 = 𝜃𝜃�𝑖𝑖𝐺𝐺 ��𝑤𝑤𝑗𝑗𝜃𝜃�𝑗𝑗

𝑚𝑚

𝑗𝑗=1

� /��𝑤𝑤𝑗𝑗𝜃𝜃�𝑗𝑗𝐺𝐺
𝑚𝑚

𝑗𝑗=1

� 
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and (ii) difference adjusted estimator 𝜃𝜃�𝑖𝑖𝐷𝐷𝑅𝑅 = 𝜃𝜃�𝑖𝑖𝐺𝐺 +∑ 𝑤𝑤𝑗𝑗𝑚𝑚
𝑗𝑗=1 𝜃𝜃�𝑗𝑗 −  ∑ 𝑤𝑤𝑗𝑗𝑚𝑚

𝑗𝑗=1 𝜃𝜃�𝑗𝑗𝐺𝐺 ,  where 
𝜃𝜃�𝑗𝑗𝐺𝐺 some generic model-based estimator of 𝜃𝜃𝑗𝑗 . 
 One criticism against such adjustments is that a common adjustment is used for all 
small areas regardless of their precision. Wang, Fuller and Qu (2008) proposed 
instead minimizing ∑ ∅𝑗𝑗𝐸𝐸(𝑒𝑒𝑗𝑗 − 𝜃𝜃𝑗𝑗)𝑚𝑚

𝑖𝑖=1
2 for some specified weights ∅𝑗𝑗(> 0) subject 

to the constraint ∑ 𝑤𝑤𝑗𝑗𝑚𝑚
𝑗𝑗=1 𝑒𝑒𝑗𝑗 =  𝜃𝜃�𝑇𝑇 . The resulting estimator of The resulting estimator 

of 𝜃𝜃𝑖𝑖 is 
 

𝜃𝜃�𝑖𝑖
𝑊𝑊𝑊𝑊𝑊𝑊 = 𝜃𝜃�𝑖𝑖𝐸𝐸𝐿𝐿𝐵𝐵𝑃𝑃 + 𝜆𝜆𝑖𝑖 ��𝑤𝑤𝑗𝑗𝜃𝜃�𝑗𝑗

𝑚𝑚

𝑗𝑗=1

−�𝑤𝑤𝑗𝑗𝜃𝜃�𝑗𝑗𝐸𝐸𝐿𝐿𝐵𝐵𝑃𝑃
𝑚𝑚

𝑗𝑗=1

� 

 

where 𝜆𝜆𝑖𝑖 = 𝑤𝑤𝑖𝑖𝜙𝜙𝑖𝑖−1 ∕ �� 𝑤𝑤𝑗𝑗𝜃𝜃�𝑗𝑗
𝑚𝑚

𝑗𝑗=1
−� 𝑤𝑤𝑗𝑗𝜃𝜃�𝑗𝑗𝐸𝐸

𝑚𝑚

𝑗𝑗=1
�  

 
Datta, Ghosh, Steorts and Maples (2011) took instead a general Bayesian approach 
and minimized ∑ ∅𝑗𝑗𝐸𝐸(𝑒𝑒𝑗𝑗 − 𝜃𝜃𝑗𝑗)𝑚𝑚

𝑗𝑗=1
2|data] subject to ∑ 𝑤𝑤𝑗𝑗𝑒𝑒𝑗𝑗𝑚𝑚

𝑗𝑗=1 =  𝜃𝜃�𝑇𝑇  and obtained 
the estimator 𝜃𝜃�𝑖𝑖𝑅𝑅𝐸𝐸 = 𝜃𝜃�𝑖𝑖𝐸𝐸 + 𝜆𝜆𝑖𝑖(∑ 𝑤𝑤𝑗𝑗𝑚𝑚

𝑗𝑗=1 𝜃𝜃�𝑗𝑗 − ∑ 𝑤𝑤𝑗𝑗𝑚𝑚
𝑗𝑗=1 𝜃𝜃�𝑗𝑗𝐸𝐸), with the same 𝜆𝜆𝑖𝑖. This 

development is similar in spirit to those of Louis (1984) and Ghosh (1992) who 
proposed constrained Bayes and empirical Bayes estimators to prevent overshrinking. 
The approach of Datta, Ghosh, Steorts and Maples extends readily to multiple 
benchmarking constraints. In a frequentist context. Bell, Datta and Ghosh (2013) 
extended the work of Wang, Fuller and Qu (2008) to multiple benchmarking 
constraints. 
 There are situations also when one needs two-stage benchmarking. A current 
example is the cash rent estimates of the Natural Agricultural Statistics Service 
(NASS), where one needs the dual control of matching the aggregate of county level 
cash rent estimates to the corresponding agricultural district (comprising of several 
counties) level estimates, and the aggregate of the agricultural district level estimates 
to the final state level estimate. Berg, Cecere and Ghosh (2014) adopted an approach 
of Ghosh and Steorts (2013) to address the NASS problem. 
Second order unbiased MSE estimators are not typically available for ratio adjusted 
benchmarked estimators. In contrast, second order unbiased MSE estimators are 
available for difference adjusted benchmarked estimators, namely, 𝜃𝜃�𝑖𝑖𝐷𝐷𝐸𝐸 = 𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸 +
 +(∑ 𝑤𝑤𝑗𝑗𝑚𝑚

𝑗𝑗=1 𝜃𝜃�𝑗𝑗 − ∑ 𝑤𝑤𝑗𝑗𝑚𝑚
𝑗𝑗=1 𝜃𝜃�𝑗𝑗𝐸𝐸𝐸𝐸). Steorts and Ghosh (2013) have shown that  

MSE(𝜃𝜃�𝑖𝑖𝐷𝐷𝐸𝐸) = MSE(𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸) + g4(𝐴𝐴) + 𝐶𝐶(𝑚𝑚−1), where MSE(𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸) is the same as the one 
given in Prasad and Rao (1990), and 
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𝐷𝐷4(𝐴𝐴) = �𝑤𝑤𝑖𝑖2(𝐷𝐷𝑖𝑖 + 𝐴𝐴)–
𝑚𝑚

𝑖𝑖=1

��𝑤𝑤𝑖𝑖𝑤𝑤𝑗𝑗𝐵𝐵𝑖𝑖𝐵𝐵𝑗𝑗𝑥𝑥𝑖𝑖𝑇𝑇(𝑋𝑋𝑇𝑇𝑉𝑉–1𝑥𝑥𝑗𝑗)
𝑛𝑛𝑖𝑖

𝑗𝑗=1

𝑚𝑚

𝑖𝑖=1

. 

 
 We may recall that 𝐵𝐵𝑖𝑖 = 𝐷𝐷𝑖𝑖

𝑅𝑅+𝐷𝐷𝑖𝑖
,  𝑋𝑋𝑇𝑇 = (𝑥𝑥1, … ,  𝑥𝑥𝑚𝑚) and 𝑉𝑉 = Diag(𝐴𝐴 + 𝐷𝐷1, … ,𝐴𝐴 + 

+𝐷𝐷𝑚𝑚) in the Fay-Herriot model. A second order unbiased estimator of the 
benchmarked EB estimator is thus g1i(�̂�𝐴) + 𝐷𝐷2𝑖𝑖(�̂�𝐴) + 2𝐷𝐷3𝑖𝑖(�̂�𝐴) + 𝐷𝐷4𝑖𝑖(�̂�𝐴). 
 There are two available approaches for self benchmarking that do not require 
any adjustment to the EBLUP estimators. The first, proposed in You and Rao (2002) 
for the Fay-Herriot model replaces the estimator 𝑏𝑏� in the EBLUP by an estimator 
which depends both on 𝑏𝑏� as well as the weights 𝑤𝑤𝑖𝑖. This changes the MSE calculation. 
Recall the Prasad-Rao MSE of the EBLUP given by MSE�𝜃𝜃�𝑖𝑖𝐸𝐸𝐸𝐸 = 𝐷𝐷1𝑖𝑖 + 𝐷𝐷2𝑖𝑖 + 𝐷𝐷3𝑖𝑖 , � 
where 𝐷𝐷1𝑖𝑖 = 𝐷𝐷𝑖𝑖(1− 𝐵𝐵𝑖𝑖), 𝐷𝐷2𝑖𝑖 = 𝐵𝐵𝑖𝑖2𝑥𝑥𝑖𝑖𝑇𝑇(𝑋𝑋𝑇𝑇𝑉𝑉–1𝑋𝑋 )–1𝑥𝑥𝐼𝐼 and 𝐷𝐷3𝑖𝑖 = 2𝐷𝐷𝑖𝑖2(𝐴𝐴 + 𝐷𝐷𝑖𝑖)–3 𝑚𝑚–2 
{∑ (𝐴𝐴 𝑚𝑚

𝑗𝑗=1 + 𝐷𝐷𝑗𝑗)2}. For the Bench-marked EBLUP, 𝐷𝐷2𝑖𝑖 changes. 
 The second approach is by Wang, Fuller and Qu (2008) and it uses an augmented 
model with new covariates (𝑥𝑥𝑖𝑖 ,𝑤𝑤𝑖𝑖 ,𝐷𝐷𝑖𝑖). This second approach was extended by Bell, 
Datta and Ghosh (2013) to accommodate multiple benchmarking constraints. 

8. Fixed versus random area effects 

A different but equally pertinent issue has recently surfaced in the small area literature. 
This concerns the need for random effects in all areas, or whether even fixed effects 
models would be adequate for certain areas. Datta, Hall and Mandal (DHM, 2011) 
were the first to address this problem. They suggested essentially a preliminary test-
based approach, testing the null hypothesis that the common random effect variance 
was zero. Then they used a fixed or a random effects model for small area estimation 
based on acceptance or rejection of the null hypothesis. This amounted to use of 
synthetic or regression estimates of all small area means upon acceptance of the null 
hypothesis, and composite estimates which are weighted averages of direct and 
regression estimators otherwise. Further research in this area is due to Molina, Rao 
and Datta (2015). 
 The DHM procedure works well when the number of small areas is moderately 
large, but not necessarily when the number of small areas is very large. In such 
situations, the null hypothesis of no random effects is very likely to be rejected. This 
is primarily due to a few large residuals causing significant departure of direct 
estimates from the regression estimates. To rectify this, Datta and Mandal (2015) 
proposed a Bayesian approach with “spike and slab” priors. Their approach amounts 
to taking 𝛿𝛿𝑖𝑖𝑢𝑢𝑖𝑖 instead of 𝑢𝑢𝑖𝑖 for random effects where the 𝛿𝛿𝑖𝑖 and the 𝑢𝑢𝑖𝑖 are independent 
with 𝛿𝛿𝑖𝑖 iid Bernoulli(𝛾𝛾) and 𝑢𝑢𝑖𝑖 iid  N(0,𝜎𝜎2 ). 
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 In contrast to the spike and slab priors of Datta and Mandal (2015), Tang, Ghosh, 
Ha and Sedransk (2018) considered a different class of priors that meets the same 
objective. as the spike and slab priors, but uses instead absolutely continuous priors. 
These priors allow different variance components for different small areas, in contrast 
to the priors of Datta and Mandal, who considered prior variances to be either zero or 
else common across all small areas. This seems to be particularly useful when the 
number of small areas is very large, for example, when one considers more than 3000 
counties of the US, where one expects a wide variation in the county effects. The 
proposed class of priors, is usually referred to as “global-local shrinkage priors” 
(Carvalho, Polson and Scott (2010); Polson and Scott (2010)). 
 The global-local priors, essentially scale mixtures of normals, are intended to 
capture potential “sparsity”, which means lack of significant contribution by many of 
the random effects, by assigning large probabilities to random effects close to zero, but 
also identifying random effects which differ significantly from zero. This is achieved 
by employing two levels of parameters to express prior variances of random effects. 
The first, the “local shrinkage parameters”, acts at individual levels, while the other, 
the “global shrinkage parameter” is common for all random effects. This is in contrast 
to Fay and Herriot (1979) who considered only one global parameter. These priors 
also differ from those of Datta and Mandal (2015), where the variance of random 
effects is either zero or common across all small areas. 

Symbolically, the random effects 𝑢𝑢𝑖𝑖 have independent  N(0, 𝜆𝜆𝑖𝑖2A) priors. While the 
global parameter A tries to cause an overall shrinking effect, the local shrinkage 
parameters 𝜆𝜆𝑖𝑖2  are useful in controlling the degree of shrinkage at the local level. If the 
mixing density corresponding to local shrinkage parameters is appropriately heavy-
tailed, the large random effects are almost left unshrunk. The class of “global-local” 
shrinkage priors includes the three parameter beta normal (TPBN) priors (Armagon, 
Clyde and Dunson, 2011) and Generalized Double Pareto priors (Armagon, Dunson 
and Lee, 2012). TPBN includes the now famous horseshoe (HS) priors (Scott and 
Berger, 2010) and the normal-exponential-gamma priors (Griffin and Brown, 2005). 

As an example, consider estimation of 5-year (2007–2011) county-level overall 
poverty ratios in the US. There are 3,141 counties in the data set. The covariates are 
foodstamp participation rates. The map given in Figure 1 gives the poverty ratios for 
all the counties of US. Some salient findings from these calculations are given below. 
(i) Estimated poverty ratios are between 3.3% (Borden County, TX) and 47.9% 

(Shannon County, SD). The median is 14.7%. 
(ii) In Mississippi, Georgia, Alabama and New Mexico, 55%+ counties have poverty 

rates > the third quartile (18.9%). 
(iii) In New Hampshire, Connecticut, Rhode Island, Wyoming, Hawaii and New 

Jersey, 70%+ counties have poverty rates < the first quartile (11.1%). 
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(iv) Examples of counties with high poverty ratios are Shannon, SD; Holmes, MS; East 
Carroll, LA; Owsley, KY; Sioux, IA. 

(v) Examples of counties with large random effects are Madison, ID; Whitman, WA; 
Harrisonburg, VA; Clarke, GA; Brazos, TX. 

 
Figure 1. Map of posterior means of 𝜃𝜃’s. 

 
 Dr. Pfeffermann suggested splitting the counties, whenever possible, into a few 
smaller groups, and then use the same global-local priors for estimating the random 
effects separately for the different groups. From a pragmatic point of view, this may 
sometimes be necessary for faster implementation. It seems though that the MCMC 
implementation even for such a large number of counties was quite easy since all the 
conditionals were standard disributions, and samples could be generated easily from 
these distributions at each iteration. 

9. Variable transformation 

Often the normality assumption can be justified only after transformation of the 
original data. Then one performs the analysis based on the transformed data, but 
transform back properly to the original scale to arrive at the final predictors. One 
common example is transformation of skewed positive data, for example, income data 
where log transformation gets a closer normal approximation. Slud and Maiti (2006) 
and Ghosh and Kubokawa (2015) took this approach, providing final results for the 
back-transformed original data. 

For example, consider a multiplicative model 𝑦𝑦𝑖𝑖 = ∅𝑖𝑖𝜂𝜂𝑖𝑖 with 𝑧𝑧𝑖𝑖 = log(𝑦𝑦𝑖𝑖), 
𝜃𝜃𝑖𝑖 = log(∅𝑖𝑖) and 𝑒𝑒𝑖𝑖 = log(𝜂𝜂𝑖𝑖). Consider the Fay-Herriott (1979) model (i) 
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𝑧𝑧𝑖𝑖|𝜃𝜃𝑖𝑖 ~𝑖𝑖𝑛𝑛𝑖𝑖
 
N(𝜃𝜃𝑖𝑖 ,𝐷𝐷𝑖𝑖) and (ii) 𝜃𝜃𝑖𝑖 ~𝑖𝑖𝑛𝑛𝑖𝑖 N(𝑥𝑥𝑖𝑖𝑇𝑇𝛽𝛽,𝐴𝐴). 𝜃𝜃𝑖𝑖 has the N( 𝜃𝜃�𝑖𝑖𝐸𝐸,𝐷𝐷𝑖𝑖(1−𝐵𝐵𝑖𝑖)) posterior 

with 𝜃𝜃�𝑖𝑖𝐸𝐸 = (1 − 𝐵𝐵𝑖𝑖)𝑧𝑧𝑖𝑖 + 𝐵𝐵𝑖𝑖𝑥𝑥𝑖𝑖𝑇𝑇𝛽𝛽, 𝐵𝐵𝑖𝑖 =  𝐷𝐷𝑖𝑖/(𝐴𝐴+ 𝐷𝐷𝑖𝑖). Now E(∅i|zi)=E[exp(𝜃𝜃𝑖𝑖)|zi] = 
=exp[𝜃𝜃�𝑖𝑖𝐸𝐸 +(1/2)Di(1−Bi)]. 

Another interesting example is the variance stabilizing transformation. For 
example, suppose 𝑦𝑦𝑖𝑖  ~𝑖𝑖𝑛𝑛𝑖𝑖

 
Bin(𝑛𝑛𝑖𝑖,𝑝𝑝𝑖𝑖). The arcsine transformation is given by 

𝑝𝑝𝑖𝑖 = 𝑠𝑠𝑖𝑖𝑛𝑛–1(2𝑝𝑝𝑖𝑖 − 1). The back transformation is 𝑝𝑝𝑖𝑖 = (1/2)[1 + 𝑠𝑠𝑖𝑖𝑛𝑛(𝜃𝜃𝑖𝑖)]. 
A third example is the Poisson model for count data. There yi ~𝑖𝑖𝑛𝑛𝑖𝑖 Poisson (𝜆𝜆𝑖𝑖). 

Then one models 𝑧𝑧𝑖𝑖 = 𝑦𝑦𝑖𝑖
1/2 as independent 𝑁𝑁(𝜃𝜃𝑖𝑖 , 1/4) where 𝜃𝜃𝑖𝑖 =  𝜆𝜆𝑖𝑖

1/2. An added 
advantage in the last two examples is that the assumption of known sampling variance, 
which is really untrue, can be avoided.  

10. Final remarks 

As acknowledged earlier, the present article leaves out a large number of useful current 
day topics in small area estimation. I list below a few such topics which are not covered 
at all here. But there are many more. People interested in one or more of the topics 
listed below and beyond should consult the book of Rao and Molina (2015) for their 
detailed coverage of small area estimation and an excellent set of references for these 
topics. 
• Design consistency of small area estimators. 
• Time series models. 
• Spatial and space-time models. 
• Variable selection. 
• Measurement errors in the covariates. 
• Poverty counts for small areas. 
• Empirical Bayes confidence intervals. 
• Robust small area estimation. 
• Misspecification of linking models. 
• Informative sampling. 
• Constrained small area estimation. 
• Record linkage. 
• Disease mapping. 
• Etc, etc., etc. 
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Julie Gershunskayaa 
 
Discussion of Small area estimation: its evolution in 
five decades by Malay Ghosh1 

1. Introduction 

I would like to begin by congratulating Professor Ghosh for his many contributions 
to small area estimation, both as an original researcher and effective communicator of 
complex ideas. The current paper provides a lucid overview of the history and deve-
lopments in small area estimation (SAE) and offers a synopsis of some of the most 
recent innovations. As is well illustrated in the paper, the development of the field is 
driven by real-world demands and problems emerging in actual applications. Let us 
ponder on this practical side of the SAE methodology that, by offering a set of tools 
and concepts, provides an engineering framework for present day official statistics. 
 From the very beginning of large-scale sample surveys in the official statistics, there 
was the realization that the survey practice should be based on both theoretical 
developments and clear practical strategy. Morris Hansen (1987) applied the term  
“total survey design” to describe the fusion of theory and operational planning, 
a paradigm used from the early days of sampling surveys at the U.S. Bureau of Census. 
In a similar spirit, P. C. Mahalanobis (1946) characterized the whole complex 
of activities involved in the managing of large-scale sample surveys in the Indian 
Statistical Institute by calling it “statistical engineering”.  
 Traditionally, a great deal of theory, experimentation, and practical considerations 
are focused on the design stage of sample surveys. Yet, no matter how well the survey 
is designed, there is a growing demand in extracting ever more information from 
already collected data. Even more, in many present day surveys, the required 
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“unplanned” domains number in thousands. In such an environment, the production 
of small domain estimates becomes a substantial part of a large-scale enterprise. 
Developments in the SAE field address the demands by providing survey practitioners 
with necessary gear, whereas an applied statistician acts as engineer that employs 
a variety of available tools and creates an appropriate operational plan. 

2. Model building considerations  

To illustrate some aspects of the planning and model development for estimation in 
small domains, I will describe, in broad strokes, considerations involved in the model 
choice for the U.S. Bureau of Labor Statistics’ Current Employment Statistics (CES) 
survey. The specific context that affects approaches to small domain modeling in CES 
includes:  

• the tight production timeline, where estimates are produced monthly within 
only a few weeks after the data collection; 

• the demand for estimates over a large number of small areas. Monthly estimates 
are published for about 10 thousands domains defined by intersections of  
detailed industry and geography. Of those, roughly 40 percent of domains have 
sufficient sample, so that direct sample-based estimates are deemed reliable for 
the use in publication; the other domains may have only a handful of sample 
units and require modeling; 

• the dynamic and heterogeneous nature of the population of business establish- 
ments, a feature that could generally manifest itself – thus affecting the model 
fit – in two ways: 1. in the form of a frequent appearance of sample-influential 
observations or; 2. as irregularities in the signal for groups of domains. 

 Because of the above characteristics of the CES survey process, essential require-
ments for any model considered in CES are (i) computational scalability, (ii) flexibility 
of modeling assumptions, and (iii) robustness to model outliers. To demonstrate how 
the above aspects are taken into account, we examine three models.  
 Our baseline model M0 is the classical Fay-Herriot area level model. In the Bayesian 
formulation, using the notation of Professor Ghosh’s paper, the sampling model for 
domain is 
 

𝑦𝑦𝑖𝑖|𝜃𝜃𝑖𝑖 ~𝑖𝑖𝑖𝑖𝑖𝑖𝑁𝑁(𝜃𝜃𝑖𝑖 ,𝐷𝐷𝑖𝑖) (1) 
 

𝜃𝜃𝑖𝑖|𝒃𝒃 ~𝑖𝑖𝑖𝑖𝑖𝑖𝑁𝑁�𝑥𝑥𝑖𝑖𝑇𝑇𝒃𝒃,𝐴𝐴� (2) 
 
 The parsimonious structure and the ease of implementation of the FH model make 
it particularly appealing under the tight CES production schedule. The posterior mean 
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in the form of the weighted average of direct sample based and synthetic estimators 
has clear intuitive interpretation, thus facilitating communication of the reasoning to 
a wider, less quantitatively oriented, community. 
 However, the dynamic nature of the population of business establishments affects 
the FH model fit and reduces the attractiveness of the model in two important re-
spects:  
1) On the one hand, sampling model (1) is not robust to extreme 𝑦𝑦𝑖𝑖 values. Noisy 

direct estimates 𝑦𝑦𝑖𝑖 could result from the appearance of influential observations in 
the sample data. In the ideal world, the additional variability induced by noisy sam-
ple data would be reflected in larger values of respective variances 𝐷𝐷𝑖𝑖 ′𝑠𝑠, that are 
assumed to be known. If that would be the case, larger 𝐷𝐷𝑖𝑖 ′𝑠𝑠 would lessen the influ-
ence of noisy 𝑦𝑦𝑖𝑖 ′𝑠𝑠 on the model fit. In practice, however, true variances are 
not known, and the usual method is to plug in values based on a generalized 
variance function (GVF). Such plug-in may not properly reflect the amount 
of noise in respective 𝑦𝑦𝑖𝑖 ′𝑠𝑠.  

2) On the other hand, the linking model (2) normality assumption may fail, for exam-
ple, when groups of domains form clusters or when some domains deviate from the 
linearity assumption 𝑥𝑥𝑖𝑖𝑇𝑇𝒃𝒃. This is especially likely to happen when a large number 
of domains is included in the same model. 

 In model M1, we address the concern regarding the non-robustness of sampling 
model (1). Here, sample-based estimates 𝐷𝐷�𝑖𝑖 of variances 𝐷𝐷𝑖𝑖 are treated as data and 
modeled jointly with 𝑦𝑦𝑖𝑖 ′𝑠𝑠. The joint modeling approach was considered by Arora and 
Lahiri (1997), You and Chapman (2006), Dass et al. (2012), Liu et al. (2014), among 
others. Model M1 is related to the model proposed by Maiti et al. (2014) who used the 
EM algorithm for estimation of the model parameters within the empirical Bayes 
paradigm. The Bayesian extension of the model was developed by Sugasawa 
et al. (2017). Assume in domain 𝑖𝑖 = 1. . . ,𝑚𝑚, the following model M1 holds 
for pair �𝑦𝑦𝑖𝑖 ,𝐷𝐷�𝑖𝑖� 
 

𝑦𝑦𝑖𝑖|𝜃𝜃𝑖𝑖 ,𝐷𝐷𝑖𝑖 ~𝑖𝑖𝑖𝑖𝑖𝑖𝑁𝑁(𝜃𝜃𝑖𝑖 ,𝐷𝐷𝑖𝑖),        𝜃𝜃𝑖𝑖|𝒃𝒃,𝐴𝐴 ~𝑖𝑖𝑖𝑖𝑖𝑖𝑁𝑁�𝑥𝑥𝑖𝑖𝑇𝑇𝒃𝒃,𝐴𝐴�, (3) 
 

𝐷𝐷�𝑖𝑖|𝐷𝐷𝑖𝑖 ~𝑖𝑖𝑖𝑖𝑖𝑖𝐺𝐺 �𝑖𝑖𝑖𝑖−1
2

, 𝑖𝑖𝑖𝑖−1
2𝐷𝐷𝑖𝑖

�,       𝐷𝐷𝑖𝑖|𝛾𝛾 ~𝑖𝑖𝑖𝑖𝑖𝑖𝐼𝐼𝐺𝐺(𝑎𝑎𝑖𝑖 , 𝑐𝑐𝑖𝑖𝛾𝛾), (4) 
 
where (3) is the usual FH model for the point estimate and (4) describes a companion 
model for observed variance 𝐷𝐷�𝑖𝑖 (here, direct sample-based estimates of variances are 
termed “observed variances” in the model input context); 𝐺𝐺(⋅) and 𝐼𝐼𝐺𝐺(⋅) denote the 
gamma and inverse gamma distributions, respectively; 𝛾𝛾 is an unknown parameter; 
𝑎𝑎𝑖𝑖 and 𝑐𝑐𝑖𝑖 are positive known constants, Sugasawa et al. (2017) suggested the choice 
of 𝑎𝑎_𝑖𝑖 = 2 and 𝑐𝑐𝑖𝑖 = 𝑛𝑛𝑖𝑖−1, 𝑛𝑛𝑖𝑖 is the number of respondents in domain 𝑖𝑖. 
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 Although model M1 mitigates the effect caused by noisy direct sample estimates, it 
still ignores the problem of possible deviations from the normality assumption in lin-
king model (2). When there is a large number of domains, we can more fully explore 
the underlying structure and relax the assumption of linking model (2) by replacing 
the normality with a finite mixture of normal distributions. Model M2, proposed by 
Gershunskaya and Savitsky (2020), is given by (5) and (6):  
 

𝑦𝑦𝑖𝑖|𝜃𝜃𝑖𝑖 ,𝐷𝐷𝑖𝑖 ~𝑖𝑖𝑖𝑖𝑖𝑖𝑁𝑁(𝜃𝜃𝑖𝑖 ,𝐷𝐷𝑖𝑖),      𝜃𝜃𝑖𝑖|𝝅𝝅,𝒃𝒃0,𝒃𝒃,𝐴𝐴 ~𝑖𝑖𝑖𝑖𝑖𝑖 ∑ 𝜋𝜋𝑘𝑘𝑁𝑁�𝑏𝑏0𝑘𝑘 + 𝒙𝒙�𝑖𝑖𝑇𝑇𝒃𝒃,𝐴𝐴�𝐾𝐾
𝑘𝑘=1 , (5) 

 
𝐷𝐷�𝑖𝑖|𝐷𝐷𝑖𝑖 ~𝑖𝑖𝑖𝑖𝑖𝑖𝐺𝐺 �𝑠𝑠𝑖𝑖𝑖𝑖

2
, 𝑠𝑠𝑖𝑖𝑖𝑖
2𝐷𝐷𝑖𝑖
�,       𝐷𝐷𝑖𝑖|𝜸𝜸,𝝅𝝅 ~𝑖𝑖𝑖𝑖𝑖𝑖 ∑ 𝜋𝜋𝑘𝑘𝐼𝐼𝐺𝐺�2, 𝑒𝑒𝑥𝑥𝑒𝑒�𝑧𝑧𝑖𝑖𝑇𝑇𝜸𝜸𝑘𝑘��𝐾𝐾

𝑘𝑘=1 . (6) 
 
 In this model, we assume the existence of 𝐾𝐾 latent clusters having cluster-specific 
intercepts 𝑏𝑏0𝑘𝑘 , 𝑘𝑘 = 1, . . . ,𝐾𝐾 and common variance 𝐴𝐴; in addition, we relax the inverse 
gamma assumption of (4) by specifying a mixture of the inverse gamma distributions 
with the cluster-specific coefficient vectors 𝜸𝜸𝑘𝑘; is a vector of covariates for the variance 
model for area 𝑖𝑖; is a model parameter that regulates the shape and scale of the gamma 
distribution, it depends on the quality of variance estimates. 
 The Stan modeling language and the Variational Bayes algorithm within Stan 
proved to be effective in fitting the above models. 

3. Model selection and evaluation plan 

Due to the tight CES production schedule, a production model has to be chosen in 
advance, before a statistician obtains the actual data. Models for CES are pre-selected 
and pre-evaluated based on a comparison to historical employment series derived 
from the universe of data that is available from an administrative source, known as the 
Quarterly Census of Employment and Wages (QCEW) program. These data become 
available to BLS on a quarterly basis with the time lag of 6 to 9 months after the reference 
date and are considered a “gold standard” for CES. After an evaluation based on several 
years of data, that include periods of economic growths and downturns, the best model 
from a set of candidates would be accepted for the use in production.  
 Thus, the availability of a “gold standard” defines the CES strategy for the model 
development and evaluation. This approach differs from the usual model selection 
and checking methods used in statistics, yet it is common for government agencies. 

4. Real-time analysis protocol 

The quality of the production model is regularly re-assessed based on newly available 
data from QCEW. This kind of evaluation can be performed only post hoc, several 
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months after the publication of CES estimates. While the “gold standard” based appro-
ach of model selection and evaluation works well overall and provides reassurance and 
the perception of objectivity of the chosen model, the following question remains: 
Suppose a particular model (say, model M2) is accepted for the production based on its 
historical performance; however, what if in a given month during the production such 
history-based best model would fit poorly for some of the domains? To diagnose pos- 
sible problems in the real production time, analysts have to be equipped with formal 
tests and graphical tools allowing the efficient detection of potential problems, and with 
the guidelines for ways to proceed whenever problems arise. 
 One example of a tool for the routine diagnostics of outlying cases is given by the 
model-based domain screening procedure proposed by Gershunskaya and Savitsky 
(2020). The idea for this procedure is to flag the domains whose direct estimates   have 
low probability of following the posterior predictive distribution obtained based on the 
model. The list of “suspect” domains is sent to analysts for checking; analysts review the 
list and decide if the reason for a given extreme direct estimate is one of the following: 
(i) the deficiency of the domain sample or (ii) a failure of modeling assumptions. In 
general, if the domain sample size is small, the outlyingness of the direct sample estimate 
would likely be attributed to the deficiency of the sample; in such a case, analysts would 
decide to rely on the model estimate for this domain. For domains with larger samples, 
the direct estimates may be deemed more reliable than the model-based estimates. In 
addition, to these general considerations, analysts would also have the ability to check 
the responses in the suspect domains to determine if there are any erroneous reports 
overlooked at the editing stage. Such reports would have to be corrected or removed 
from the sample. Analysts may also possess the knowledge of additional facts that may 
guide their decision, such as, information about the economic events not reflected in the 
modeling assumptions or, conversely, in the available sample. 

5. Summary  

The growing demand for estimates in “unplanned” domains instigated development 
of the SAE methods. Theoretical advances in SAE over past five decades, along with 
the proliferation of powerful computers and software, invited even more, ever increa- 
sing demand in estimates for small areas. Contemporary small area estimation beco-
mes a large-scale undertaking. The present day statistical engineers require develop- 
ment of tools – as well as philosophy and guidelines – for the quality control in the 
production environment to help ensure estimates in small domains are reliable and 
impartial. 
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Ying Hana 
 
Discussion of Small area estimation: its evolution  
in five decades by Malay Ghosh1 

1. Introduction 

I would like to thank Prof. Ghosh for his significant contributions to small area estim- 
ation, not only for his phenomenal research, but also for the talents that he cultivated 
and brought into this field. It is my great honor to be an invited discussant of Prof. 
Ghosh’s paper “Small Area Estimation: Its Evolution in Five Decades”. 
 In the paper, Prof. Ghosh presents a nice overview of the history and development 
of small area estimation. He clearly explains the reason why small area estimation 
techniques are important in providing accurate estimates for small regions or 
domains, illustrates the increasing importance of small area estimation through 
examples in different fields, introduces different small area estimates developed from 
area-level and unit-level models, etc. He traces back to the starting point of small area 
estimation, demonstrates its development, and shows us its bright future. 
 The basic idea of small area estimation is to increase the effective sample size by 
borrowing strengths from variable of interest from other related areas. This is  
primarily done by linking related small areas using auxiliary information related to 
the variable of interest. 
 The auxiliary information often comes from administrative records. So, the availa-
bility of good administrative records is of great importance to small area estimation. 
As Prof. Ghosh said in the paper, “the eminent role of administrative records for small 
area estimation cannot but be underscored even today.” 
 The unit-level small area estimation models require the joint observations on the 
variable of interest y and the auxiliary variables x for the sampled units in small areas. 
If administrative records are used, we need to know which administrative record 
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represents the same population unit as one in the survey data. Consider the case where 
the data comes from two separate files: one survey data set containing the observations 
on y and an administrative data set containing the observations on x. If a unique and 
error-free identifier exists in both files, the two files can be linked without any errors 
and a merged dataset with joint observations on y and x is obtained. Under this data 
layout, a huge literature on small area estimation is available. We refer reader to Rao 
and Molina (2015), Jiang and Lahiri (2006), and Pfeffermann (2013). 
 Most of the time, however, such identifier is not available in either the survey data 
set or the administrative data set. In this case, the administrative records can rarely be 
used for unit-level small area estimation model. This limits the application of small 
area estimation. Record linkage, a data integration technique, is a potential approach 
to link the files even when a unique and error-free identifier is not available. The ap-
plication of record linkage extends the application of small area estimation to the case 
when administrative records cannot be linked to the survey data by using unique 
identifiers. This is one of the most emerging topics that was not covered in Prof. Ghosh 
overview paper. In this discussion, I would like to provide a brief description on this 
topic. 

2. Probabilistic record linkage 

Record linkage, or exact matching, is a technique to identify records for the same 
entity (e.g., person, household, etc.) that are from two or more files when a unique, 
error-free identifier (such as Social Security Number) is missing. The first theoretical 
framework for record linkage was developed by Fellegi and Sunter (1969). A linked 
dataset, created by record linkage, is of great interest to analysts interested in certain 
specialized multivariate analysis, which would be otherwise either impossible or difficult 
without advanced statistical expertise as variables are stored in different files. 
 However, the linked dataset is subject to linkage errors. If one simply ignores the 
linkage errors, analysis of the linked data could yield misleading results in a scientific 
study. Neter et al. (1965) demonstrated that a relatively small amount of linkage errors 
could lead to substantial bias in estimating a regression relationship. Therefore, the 
importance of accounting for linkage errors in statistical analysis cannot be over- 
emphasized. In the past couple of decades, researchers have been focused on how to 
correct the bias caused by linkage errors when fitting linear regression model on 
linked data. Chambers (2009), Kim and Chambers (2012), Samart and Chambers 
(2014) tackled the problem from the second analyst point of view, assuming that they 
can only get access to the linked data and limited information is available about the 
linkage process. In contrast, Lahiri and Larsen (2005) solved the problem from the 
primary analyst point of view by taking advantage of the summary information 
generated during the record linkage process. But there is little literature on the how to 
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apply small area estimation on the linked data generated through record linkage 
process. 
 The importance of integrating probabilistic record linkage in small area estimation 
was highlighted in the SAE International Statistical Institute Satellite Meeting held in 
Paris during July 10–12, 2017. In his keynote address at the meeting, Professor Partha 
Lahiri introduce the concept of merging survey data with administrative records 
together through record linkage technique to obtain an enhanced dataset for small 
area estimation. It can cut down the cost in data collection by preventing the need to 
collect new survey data with all necessary information. Later, I worked with Professor 
Lahiri in proposing a unified way for performing small area estimation using data 
from multiple files. A brief description of the methodology is provided in the next 
section. Readers interested in the details are referred to Lahiri (2017), Han (2018), 
and Han and Lahiri (2019). 

3. Small area estimation within linked data 

We are interested in predicting an area-specific parameter, which can be expressed as  
a function of fixed effects and random effects related to the conditional distribution of  
𝑦𝑦 given 𝑥𝑥. For simplicity, we restrict our research to the case where the observations on 
𝑦𝑦 and 𝑥𝑥 come from two files, rather than more than two files (e.g., one survey dataset 
and multiple administrative data sets). Suppose the observations on 𝑦𝑦(𝑥𝑥) are available 
for a sample 𝑆𝑆𝑦𝑦(𝑆𝑆𝑥𝑥) and are recorded in file 𝐹𝐹𝑦𝑦(𝐹𝐹𝑥𝑥). The matching status between any 
record in 𝐹𝐹𝑦𝑦 and any record in 𝐹𝐹𝑥𝑥 is unknown. We assume that (1) there is no duplicate 
in either 𝐹𝐹𝑦𝑦or 𝐹𝐹𝑥𝑥, (2) 𝑆𝑆𝑦𝑦  ⊂  𝑆𝑆𝑥𝑥, and (3) the records in both files can be partitioned into 
small areas without error. 
We propose a general integrated model to propagate the uncertainty of the linkage 
process in the later estimation step under the assumption of data availability described 
above. The model is developed from a primary analyst point of view. The primary 
analyst can get access to the original two files, which contains both the separate obser-
vations on y and x and the values of matching fields (a set of variables for record linkage). 
The proposed model is built directly on the data values from the original two files (rather 
than on data in the linked dataset) and is based on the actual record linkage method that 
is used (rather than making a strong assumption on the linkage process afterwards). The 
general proposed integrated model includes three important components: a unit-level 
small area estimation model, a linkage error model, and a two-class mixture model on 
comparison vectors. The unit-level model is used to characterize the relationship 
between y and x in the target population. The linkage error model is used to characterize 
the randomness of the linkage process. It is developed by exploiting the relationship 
between 𝑋𝑋 * (the unobserved x values corresponding to the observed y values in 𝐹𝐹𝑦𝑦) and 
𝑋𝑋 (the observed x values in 𝐹𝐹𝑥𝑥). It is the key to the general integrated model, serving as 
a connector between the unit-level small area model and the record linkage model.  
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The two-class mixture model is used to estimate the probability of a record pair being  
a match given the observed data and designate all record pairs into links and non-links. 
Under the general integrated model, we provide a general methodology for obtaining 
an empirical best prediction (EBP) estimator of an area-specific mixed parameter. The 
unified jackknife resampling method proposed by Jiang et al. (2002) and its alternative 
proposed by Lohr and Rao (2009) can be used to estimate the mean squared error of the 
empirical best prediction estimator. The jackknife methods proposed by Jiang et al. 
(2002) and Lohr and Rao (2009) require closed-form expressions for the mean squared 
error (MSE) and conditional mean squared error (CMSE) of the best prediction estima-
tor (BP), respectively. So, the choice of the jackknife methods depends on whether  
a closed-form expression for MSE or CMSE is available. 
Application of the general methodology is not limited to the mutual independence of 
measurements. It can be applied to measurements that are correlated within small areas 
but independent across small areas. Unit-level models such as general linear model with 
correlated sampling errors within small areas, general linear mixed model with nested 
errors can all be considered. To illustrate our general methodology, we consider the sit-
uation where the unit-level small area model of the general integrated model is set to be 
the general linear mixed model with block diagonal covariance structure. The Best 
Prediction (BP) estimator for the mixed parameter is derived under the general 
integrated model. The conditional mean squared error (CMSE) of its corresponding 
Best Prediction (BP) Estimator can be expressed in a closed form, making it possible to 
estimate its mean squared error using the jackknife method provided by Lohr and Rao 
(2009). 
As a special example, we consider the estimation of small area means when a nested 
error linear model is used. We provide two methods for estimating the unknown 
parameters: the Maximum Likelihood (ML) method and the Pseudo Maximum Likeli-
hood (PML) method. We also discuss the use of numerical algorithms in approximating 
the maximum likelihood estimates (MLE), including Newton-Raphson method and 
Fish scoring algorithm, and further propose a quasi-scoring algorithm in order 
to reduce the computational burden. 

4. Summary 

Due to the increasing demand of small area estimation in different fields and the acces-
sibility of administrative records, it is of great interest for researchers and analysts to use 
probabilistic record linkage in extracting additional information from administrative. 
 Records as additional auxiliary variable in unit-level small area models. It is an exam-
ple of the more recent topics in small area estimation that are not covered by Prof. Ghosh 
in his overview paper. As Prof. Ghosh said, “the vastness of the area makes it near pos-
sible to cover each and every emerging topic”. That means, small area estimation  
is still under its rapid development driven by its high demand, and it is a field full  
of vitality. 
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Yan Lia 
 
Discussion of Small area estimation: its evolution in 
five decades by Malay Ghosh1 

Prof. Ghosh leads us step gradually into the realm of small area estimation (SAE) 
through the evolution of SAE for the past five decades, introducing various SAE meth-
ods of synthetic estimators, composite estimators, and model-based estimators for 
small area parameters, mean squared error approximations, adjustment methods of 
benchmarking and transformation, etc. The paper broadens and deepens our under-
standing of different perspectives of the SAE and provides a few illustrative real-life 
applications.  It is a great review paper for general audience, especially for our graduate 
students in survey statistics and related areas, who wish to have a snapshot of the SAE 
research.  

Prof. Ghosh focuses his review on the inferential aspects of the two celebrated small 
area models: the Fay-Herriot (FH) area model and the unit level nested error regres-
sion (NER) model. In the implementation of these models, variable selection plays a 
vital role and my discussion centers around this topic, which complements Professor 
Ghosh’s paper.  

There is a vast literature on variable selection, a subtopic of model selection. We 
refer to the Institute of Mathematical Statistics Monograph edited by Lahiri (2001) for 
different approaches and issues in model selection and the book by Jiang and Nguyen 
(2015) for model selection methodology especially designed for mixed models.  
Variable selection methods for general linear mixed model can be, of course, applied 
to select variables for the FH and NER models as they are special cases of the general 
linear mixed model. Many data analysts not familiar with mixed models, however, use 
software meant for linear regression models to select variables. This approach may 
result in loss of efficiency in variable selection. Lahiri and Suntornchost (2015) and Li 
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and Lahiri (2019) proposed simple adjustment methods so that the data users can 
select reasonable models by calculating their favorite variable selection criteria, such 
as AIC, BIC, Mallow’s Cp, and adjusted R2, which are developed for standard linear 
regression model assuming independent identically distributed (iid) errors. The goal 
of the two papers is to propose adjustment methods, instead of advocating a specific 
variable selection method. Cai et al. (2020), with the same goal, creatively combined 
the two variable selection methods (Lahiri and Suntornchost, 2015 and Li and Lahiri, 
2019) and proposed a variable selection method for another popular two-fold subarea 
model.  

The above-mentioned three methods consider commonly used variable selection 
criteria under a standard regression model with iid errors, including 

1) 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑅𝑅2: 𝑎𝑎𝐴𝐴𝐴𝐴𝑅𝑅𝐴𝐴𝑎𝑎 = 1 − 𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘
𝑀𝑀𝑀𝑀𝑀𝑀

, 

2) 𝑀𝑀𝑎𝑎𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐴𝐴 𝐶𝐶𝑝𝑝: 𝐶𝐶𝑝𝑝 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘
𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘

+ 2𝑘𝑘 − 𝑛𝑛, 

3) 𝐴𝐴𝐴𝐴𝐶𝐶: 𝐴𝐴𝐴𝐴𝐶𝐶 = 2𝑘𝑘 + 𝑛𝑛 ∙ log(𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘
𝑛𝑛

), and 

4) 𝐵𝐵𝐴𝐴𝐶𝐶: 𝐵𝐵𝐴𝐴𝐶𝐶 = 𝑘𝑘 ∙ log𝑛𝑛 + 𝑛𝑛 ∙ log(𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘
𝑛𝑛

), 
where  

𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 =
𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘
𝑛𝑛 − 𝑘𝑘

  𝑀𝑀𝑤𝑤𝐴𝐴ℎ 

𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 = 𝑦𝑦𝑀𝑀 [𝐴𝐴 − 𝑋𝑋𝑘𝑘(𝑋𝑋𝑘𝑘𝑀𝑀  𝑋𝑋𝑘𝑘)−1 𝑋𝑋𝑘𝑘𝑀𝑀 ]𝑦𝑦,𝑎𝑎𝑛𝑛𝐴𝐴 

𝑀𝑀𝑀𝑀𝑀𝑀 =
𝑀𝑀𝑀𝑀𝑀𝑀
𝑛𝑛 − 1

  𝑀𝑀𝑤𝑤𝐴𝐴ℎ 
𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑦𝑦𝑀𝑀 [𝐴𝐴 − 𝑛𝑛−1 11𝑀𝑀 ]𝑦𝑦. 

 
Note that y=(y1,…,yn) is a vector of observations on the dependent variable; Xk is 

a n×(1+k) design matrix with columns of one’s and k auxiliary variables, correspond-
ing to the intercept and k unknown parameters; 𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘(𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘) is the SSE (MSE) based 
on the standard regression model for k=1,…,K. Here K is the total number of auxiliary 
variables considered in model selection and n is the sample size. When 
𝑘𝑘 = 𝐾𝐾,𝑀𝑀𝑀𝑀𝑀𝑀𝐾𝐾 = 𝑀𝑀𝑀𝑀𝑀𝑀𝐾𝐾

𝑛𝑛−𝐾𝐾
 is the MSE based on the full model with all K auxiliary variables. 

As noted, these variable selection criteria can be expressed as a smooth function of 
𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘  and MST. 

Next, adjustments proposed for the three small area models are briefly discussed 
before above variable selection criteria designed for standard regression model can be 
used. 

1. Consider the Fay-Herriot area model given by: 

𝑦𝑦𝑖𝑖 = 𝜃𝜃𝑖𝑖 + 𝐴𝐴𝑖𝑖    𝑎𝑎𝑛𝑛𝐴𝐴 𝜃𝜃𝑖𝑖 = 𝑥𝑥𝑖𝑖𝑖𝑖𝑀𝑀 𝛽𝛽 + 𝑣𝑣𝑖𝑖,                                          (1) 
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where θi is the unobserved true mean for small area i; yi is the survey-weighted 
estimate of θi; vi is the random effect for small area i; vi’s and ei’s are independent 
with vi~N(0,A)  and ei~N(0,Di) i=1,…,m.  Let ϵi=vi+ei, and its variance is A+D_i. 
The vector β=(β0,β1,…,βk)T is a vector of length k+1 of unknown parameters. 

Lahiri and Suntornchost (2015) proposed a simple adjustment to the standard 
variable selection methods by replacing MSE_k and MST in above variable selection 
criteria by 

𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘� = 𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 − 𝐷𝐷�𝑤𝑤 
 
and  
 

𝑀𝑀𝑀𝑀𝑀𝑀� = 𝑀𝑀𝑀𝑀𝑀𝑀 − 𝐷𝐷�  , 
 

where 𝐷𝐷�𝑤𝑤 = ∑ (1−ℎ_𝑖𝑖𝑖𝑖 ) 𝐷𝐷𝑖𝑖𝑚𝑚
𝑖𝑖=1

𝑚𝑚−𝑘𝑘
,ℎ𝑖𝑖𝑖𝑖 = 𝑥𝑥𝑖𝑖𝑀𝑀(𝑋𝑋𝑀𝑀 𝑋𝑋)−1𝑥𝑥𝑖𝑖, and 𝐷𝐷� = 𝑚𝑚−1∑ 𝐷𝐷𝑖𝑖𝑚𝑚

𝑖𝑖=1  . The new 
variable selection criteria track the corresponding true variable selection criteria much 
better than naïve methods. Lahiri and Suntornchost (2015) also proposed a transfor-
mation method and a truncation method to prevent negative values of 𝑀𝑀𝑀𝑀𝑀𝑀�𝑘𝑘  and 
𝑀𝑀𝑀𝑀𝑀𝑀� . As noted, the Lahiri-Suntornchost method can be implemented using two 
simple steps: 1) adjusting MSEk and MST, and 2) computing the variable selection 
criteria of users’ choice under the standard regression model with adjusted 𝑀𝑀𝑀𝑀𝑀𝑀�𝑘𝑘 
and 𝑀𝑀𝑀𝑀𝑀𝑀� .  

2. Consider a unit level nested error regression model given by: 

𝑦𝑦𝑖𝑖𝑖𝑖 = 𝑥𝑥𝑖𝑖𝑖𝑖𝑀𝑀 𝛽𝛽 + 𝑣𝑣𝑖𝑖 + 𝐴𝐴𝑖𝑖𝑖𝑖                                                (2) 
 
for unit 𝐴𝐴 = 1, … ,𝑛𝑛𝑖𝑖 in area 𝑤𝑤 = 1, … ,𝑚𝑚, where 𝑛𝑛𝑖𝑖 is the sample size for small area i 
and the total sample size 𝑛𝑛 = ∑ 𝑛𝑛𝑖𝑖𝑚𝑚

𝑖𝑖=1 . In Model (2), we assume the area effect 𝑣𝑣𝑖𝑖 ~ iid 
𝑁𝑁(0,𝜎𝜎𝑣𝑣2) is independent of 𝐴𝐴𝑖𝑖𝑖𝑖 ~ iid 𝑁𝑁(0,𝜎𝜎𝑒𝑒2).  Define 𝜎𝜎2 = 𝜎𝜎𝑒𝑒2 + 𝜎𝜎𝑣𝑣2. The outcome 
in unit j of area i is denoted by 𝑦𝑦𝑖𝑖𝑖𝑖 , and 𝑥𝑥𝑖𝑖𝑖𝑖 = �1,𝑥𝑥𝑖𝑖𝑖𝑖1,𝑥𝑥𝑖𝑖𝑖𝑖2, … , 𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘� is a vector of length 
k+1 with the values of the covariates 𝑥𝑥1, 𝑥𝑥2, …𝑥𝑥𝑘𝑘 for unit j in area i. In order to make 
the observations independent and at the same time to avoid the estimation of the 
intra-cluster correlation, Li and Lahiri (2019) specified 𝑃𝑃𝑖𝑖 to be an (𝑛𝑛𝑖𝑖 − 1) × 𝑛𝑛𝑖𝑖  matrix 

such that �𝑛𝑛𝑖𝑖
−121𝑛𝑛𝑖𝑖

𝑀𝑀

𝑃𝑃𝑖𝑖
� is orthogonal for 𝑤𝑤 = 1,2, … ,𝑚𝑚, and transformed the data by 

 
𝑦𝑦𝑖𝑖𝐿𝐿𝐿𝐿 = 𝑃𝑃𝑖𝑖𝑦𝑦𝑖𝑖 , 

 𝑥𝑥𝑖𝑖𝐿𝐿𝐿𝐿 = 𝑃𝑃𝑖𝑖𝑥𝑥𝑖𝑖 , and 
 𝐴𝐴𝑖𝑖𝐿𝐿𝐿𝐿 = 𝑃𝑃𝑖𝑖𝐴𝐴𝑖𝑖 . 
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The transformed model can then be written as: 
 

𝑦𝑦𝑖𝑖𝐿𝐿𝐿𝐿 = 𝑥𝑥𝑖𝑖𝐿𝐿𝐿𝐿𝛽𝛽 + 𝐴𝐴𝑖𝑖𝐿𝐿𝐿𝐿 for 𝑤𝑤 = 1, 2, … ,𝑚𝑚,                                     (3) 
 
where the vector of the error term in area i follows 𝐴𝐴𝑖𝑖𝐿𝐿𝐿𝐿~𝑁𝑁(0,𝜎𝜎2(1− 𝜌𝜌)𝐴𝐴𝑛𝑛𝑖𝑖−1) with  
𝐴𝐴𝑛𝑛𝑖𝑖−1 a (𝑛𝑛𝑖𝑖 − 1) × (𝑛𝑛𝑖𝑖 − 1) identity matrix.  The 𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 and 𝑀𝑀𝑀𝑀𝑀𝑀 estimated from 
Model (3) can then be plugged into the various variable selection criteria, from which 
users can pick their favorite to select model variables. Same as the Lahiri-Suntornchost 
method, the Li-Lahiri (LL) method is implemented with two steps, but with a different 
first step: estimating 𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 and MST by fitting the LL-transformed data to Model (3): 
a standard regression model with iid error.  

3. Consider two-fold subarea model given by: 

𝑦𝑦𝑖𝑖𝑖𝑖 = 𝜃𝜃𝑖𝑖𝑖𝑖 + 𝐴𝐴𝑖𝑖𝑖𝑖  and 𝜃𝜃𝑖𝑖𝑖𝑖 = 𝑥𝑥𝑖𝑖𝑖𝑖𝑀𝑀𝛽𝛽 + 𝑣𝑣𝑖𝑖 + 𝛾𝛾𝑖𝑖𝑖𝑖 .                            (4) 
 

Compared to the unit-level nested error regression model (2), an additional error 
term 𝛾𝛾𝑖𝑖𝑖𝑖~iid 𝑁𝑁�0,𝜎𝜎𝛾𝛾2� is assumed and independent of 𝑣𝑣𝑖𝑖 or 𝐴𝐴𝑖𝑖𝑖𝑖.  Cai et al. (2020) first 
employed the LL data transformation to construct a new linking model for 𝜃𝜃𝑖𝑖𝑖𝑖 , given 
by  
 

𝜃𝜃𝑖𝑖𝐿𝐿𝐿𝐿 = 𝑥𝑥𝑖𝑖𝐿𝐿𝐿𝐿𝛽𝛽 + 𝐴𝐴𝑖𝑖𝐿𝐿𝐿𝐿 ,                                                      (5) 
 

which is similar to Model (3) but with unobserved response 𝜃𝜃𝑖𝑖𝐿𝐿𝐿𝐿.  
The Lahiri-Suntornchost method are then employed to adjust the 𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 and 𝑀𝑀𝑀𝑀𝑀𝑀  
in estimating the information criteria under Model (5) with 𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 and MST estimated 
by replacing the unobserved response 𝜃𝜃𝑖𝑖𝐿𝐿𝐿𝐿 by 𝑦𝑦𝑖𝑖𝐿𝐿𝐿𝐿, the LL-transformed observed 
response. 

All the three papers aim at making simple adjustments to the regression packages 
available to data users, and their objective is not to decide on the best possible regres-
sion model selection criterion, but to suggest ways to adjust the 𝑀𝑀𝑀𝑀𝑀𝑀𝑘𝑘 and MST before 
employing a data user’s favorite model selection criterion. Given the conceptual and 
computational simplicity of the methods and wide availability of software packages 
for the standard regression model, these adjustments are likely to be adopted by users. 
To carry out variable selection under an assumed model (Fay-Herriot area model, 
nested error regression model, or two-fold subarea model), users can choose one of 
the above information criteria and estimate its values for a set of submodels under 
consideration with adjusted MSE and MST. The submodel with the smallest estimated 
information criterion value is selected as the final model. 
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Prof. Ghosh discussed various inferential aspects, including MSE approximations, 
under the FH and NER models, assuming the underlying model is true.  In practice, 
variable selection is often conducted to select the optimal model so that inferential 
accuracy can be improved conditional on the selected model. An important follow-up 
question is how we can incorporate this additional uncertainty introduced by model 
selection into the MSE approximation at the inferential stage. 
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Isabel Molinaa 
 
Discussion of Small area estimation: its evolution in 
five decades by Malay Ghosh1 

Extending on poverty mapping methods 

The paper gives a nice overview of small area estimation, putting emphasis on 
important applications that have led to notable methodological contributions to the 
field. I would like to extend further on one of the important applications of unit level 
models that is mentioned in the paper, which is the estimation of poverty or inequal-
ity indicators in small areas. The characteristic of this application that makes it par-
ticular is that many of these indicators are defined as much more complex functions 
of the values of the target variable in the area units than simple means or totals. 
 The traditional method used by the Word Bank, due to Elbers, Lanjouw and 
Lanjouw (2003 − ELL), was designed to estimate general small area indicators (and 
perhaps several of them together), defined in terms of a welfare measure for the area 
units (i.e. households) with a single unit level model for the welfare variable. The 
model is traditionally a nested error model similar to that of Battesse et al. (1988), for 
the log of the welfare variable in the population units. This model is fit to the survey 
data, and the resulting model parameter estimates are then used to generate multiple 
censuses based on census auxiliary information. With each census, indicators are 
calculated for each area, and averages across the censuses are taken as ELL estima-
tors. Similarly, variances across the indicators from the different censuses are taken 
as ELL noise measures of the estimators. 
 When estimating simple area means with a model for the welfare variable without 
transformation, the final averaging makes the area effect vanish (it has zero expecta-
tion), making ELL estimators essentially synthetic. In fact, ELL method seems to be 
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inspired by the literature on multiple imputation rather than by the small area estim- 
ation literature. 
 Molina and Rao (2010 – MR) proposed to consider empirical best/Bayes (EB) 
estimators of general small area indicators based on a similar nested error model as 
in ELL method. The only difference in the model was that, in the traditional applica-
tions of ELL method, the random effects were for the clusters of the sampling design 
(i.e. primary sampling units), which are generally nested in the small areas of interest 
(e.g., census tracks). In the EB procedure by MR, as in typical small area applications 
with unit level models, the random effects in the nested error model are for the areas 
of interest. Considering the clusters as the small areas of interest for more fair 
compare-sons, MR showed substantial gains of EB estimators with respect to ELL 
ones in a (limited) simulation experiment. In fact, EB estimators are optimal in the 
sense of minimizing the mean squared error (MSE) under the assumed model and 
hence cannot be worse than ELL estimators under the same model assumptions. The 
main reason for the large gains in efficiency is that the EB estimator is theoretically 
(i.e., under completely known model) defined as the conditional expectation of the 
indicator given the survey welfares, whereas ELL estimator is theoretically defined as 
the unconditional expectation which does not make use of the precious information 
on the actual welfare variable, coming from the survey. 
 The MSE of the EB estimators in MR (2010) was estimated using the parametric 
bootstrap approach for finite populations of González-Manteiga et al. (2008), 
 which can be computationally very intensive for large populations and very complex 
indicators. Molina, Nandram and Rao (2014) proposed a hierarchical Bayes (HB) 
alternative that avoids performing a bootstrap procedure for MSE estimation, 
since posterior variances are obtained directly from the predictive distribution of the 
indicators of interest. They use a reparameterization of the nested error model 
in terms of the intraclass correlation coefficient, which allows to draw directly from 
the posterior using the chain rule of probability, avoiding MCMC methods. 
 Ferretti and Molina (2011) introduced a fast EB approach for the case when the 
target area parameter is computationally very complex, such as when the indicators 
are based on pairwise comparisons or sorting area elements, or when the population 
is too large. Faster HB approaches can be implemented similarly. 
 Marhuenda et al. (2017) extended the EB procedure for estimation of general 
parameters to the twofold nested error model with area and (nested) subarea effects, 
considered in Stukel and Rao (1999) for the case of linear parameters. They obtained 
clear losses in efficiency when the random effects are specified for the subareas (e.g. 
clusters) but estimation is desired for areas, except for the case when the areas of 
interest are not sampled. In this case, they recommend the inclusion of both area 
and subarea random effects. 
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 Another subtle difference between the traditional ELL approach and the EB 
method of MR lies in the fact that the original EB method requires to link the survey 
and census units, because the expectation defining the EB estimator is with respect 
to the distribution of the non-sample welfares given the sample ones. The Census EB 
estimator (Molina, 2019) is a slight variation of the original EB estimator based on 
the nested error model, which does not require linking the survey and census data 
sets, similarly as ELL procedure. Molina (2019) presents a slight variation of the 
parametric bootstrap procedure of González-Mateiga et al. (2008) for estimation of 
the MSE of the Census EB estimator that avoids linking the survey and census data 
sets. 
 The Word Bank revised their methodology in 2014 introducing a new bootstrap 
procedure intended to obtain EB predictors according to Van der Weide (2014), but 
this procedure is not leading to the original EB (or Census EB) predictors. They also 
incorporated heteroscedasticity and survey weights, to account for complex samp- 
ling designs. They include the survey weights in the estimates of the regression coef-
ficients and variance components according to Huang and Hidiroglou (2003), and 
also in the predicted area effects following You and Rao (2002). Recently, Corral, 
Molina and Nguyen (2020) show that the resulting bootstrap procedure leads to 
substantially biased small area estimators. They also show that MSEs are not corre- 
ctly estimated with this approach. This has lead to a very recent revision of the 
World Bank methodology and software, incorporating now the original Census EB 
estimators and the parametric bootstrap procedure of González-Manteiga et al. 
(2008), adapted for the case when the survey and census data cannot be linked. The 
new estimators account for heteroscedasticity and include also survey weights in the 
model parameter estimators and in the predicted area effects similarly as in Van der 
Weide (2014). The implemented estimators are the Census versions of the pseudo 
EB estimators of Guarrama, Molina and Rao (2018) designed to reduce the bias due 
to complex sampling designs, accounting for heteroscedasticity and using estimates 
of the variance components that include the survey weights as well. 
 In small area estimation of welfare-related indicators, another important issue is 
the transformation taken to the welfare variable in the model. Since welfare variables 
are most often severely right-skewed and may show heteroscedasticity, log transfor-
mation is customarily taken in the nested error model. For the special parameters of 
area means of the original variables, Molina and Martín (2018) studied the analytical 
EB predictors under the model with log transformation and obtained second-order 
correct MSE estimators. 
 In fact, the EB method of MR for the estimation of general indicators requires 
normality of area effects and unit level errors, so care should be taken with the 
transformation taken in order to achieve at least approximate normality. Popular 



I. MOLINA    Discussion of Small area estimation: its evolution in five decades by Malay Ghosh 
 

97 

families of transformations are the power or Box-Cox families. The appropriate 
member of these families may be selected beyond log in the implemented function 
for EB method ebBHF() from the R package sae (Molina and Marhuenda, 2015). 
In fact, in the presence of very small values of the welfare variable, the log transfor-
mation shifts these small values towards minus infinity, which may produce now 
a thin yet long tail in the distribution. A simple way of avoiding such effect is just 
adding a shift to the welfare variable before taking log. A drawback is that selection 
of this shift, as well as selection of the Box-Cox or power transformation, needs to 
be based on the actual survey data. A different approach is to consider a skewed 
distribution for welfare. Diallo and Rao (2018) extended the EB procedure to the 
skew normal distribution and Graf, Martín and Molina (2019) considered the EB 
procedure under a generalized beta of the second kind (GB2). This distribution 
contains four parameters, one for each tail, offering a more flexible framework for 
modeling skewed data of different shapes. 
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David Newhousea 
 
Discussion of Small area estimation: its evolution in 
five decades by Malay Ghosh1 

The overview paper by Dr. Malay Ghosh provides a valuable historical perspective on 
the development of the statistics of small area estimation, giving particular emphasis 
to important past contributions and recent developments. It is a testament to the 
phenomenal recent research activity in the field that such a comprehensive overview 
cannot fully do justice to several relevant topics. I will focus on my comments on, first, 
detailing practical aspects of small area estimation as it is typically applied by the 
World Bank for client National Statistics Offices. The second part will discuss how 
particular aspects of small area estimation as it is traditionally carried out may be 
altered by the increasing use of “big data”, which as the review paper mentions has 
been driving a resurgence of interest in small area estimation in recent years.  
 Nearly all small area estimation conducted by the World Bank focuses on generat-
ing poverty maps by linking survey data with auxiliary census data, which enables 
policymakers to obtain estimates of poverty rates at more granular subnational areas 
than is possible with survey data alone. This method is applicable when the survey and 
census are conducted around the same time, and has been used to generate poverty 
maps in over 60 countries. It is typically not feasible, however, to link survey data with 
census data at the household level due to confidentiality restrictions. Therefore, 
analysts typically estimate a nested error household-level model in a household 
expenditure or income survey, and then use the estimated parameters to generate 
repeated simulations of household income or consumption, adjusted for household 
size, in the census. These simulations can then be used to generate estimates of the 
poverty rate and gap, and corresponding measures of uncertainty. Traditionally the 
World Bank has followed the method described in Elbers, Lanjouw, and Lanjouw 
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(2003), otherwise known as ELL, but more recently, “Empirical Best” methods are in-
creasingly being used (Van der Weide, 2014, Nguyen et al., 2018, Corral et al., 2020). 
Most models have traditionally specified the random effect at the survey cluster level, 
following ELL, but there is also an ongoing shift towards specifying the random effect 
at the area level, as recommended by Marhuendra et al. (2018). 
 An important first step when using the traditional method is to identify variables 
that are common to the census and the household expenditure or income survey, and 
to verify that the questions are asked in the same way in both surveys. These are typi-
cally tested empirically by conducting a t test of means for common variables, 
although these tests should be interpreted with caution since the results depend in part 
on the size of the survey. Aggregate means of the variables at the target area level are 
usually considered as candidate variables and included in the model. This improves 
the accuracy of the estimates of both poverty rates and their confidence intervals by 
shrinking the variance of the estimated area effect (Elbers, Lanjouw, and Leite 2008). 
 The analyst, sometimes in consultation with the national statistics office, deter-
mines a model or a set of models to apply. Two important decisions are how many 
model specifications to estimate and how to select variables. Estimating separate 
models, for example for urban and rural areas or different subnational regions, can 
better account for heterogeneity in model coefficients and may be politically 
appealing. On the other hand, estimating too many distinct models can reduce 
efficiency. This trade-off is typically navigated based on manual inspection of model 
results in consultation with national statistics offices. 
 Model selection is also typically conducted manually, with guidance from auto-
mated procedures and model diagnostics such as R2, AIC and BIC. Traditionally, 
analysts have used stepwise regression to provide a starting point for investigating dif-
ferent models, but are now also employing variance inflation factor thresholds, and 
occasionally the LASSO, to help select an initial model. A rule of thumb outlined in 
Zhao (2006) is that the number of variables should be less than the square root of the 
number of observations. Models are then tweaked manually, in part to obtain national 
estimates that match survey direct estimates. Studies that follow good practice also 
examine diagnostics such as residual plots, higher moments of the residuals, and the 
proportion of variance explained by the area effect. Once the model is selected, the 
simulations are conducted using one of the three versions of the Stata SAE package. 
The latest version, which will be universally adopted in the coming months, improves 
on previous versions by implementing a parametric bootstrap approach to generate 
mean squared error estimates (Gonzalez-Manteiga et al., 2008, Marhuenda and 
Molina, 2015). In many cases, estimates are not benchmarked to the level at which the 
survey is considered representative, although they are in some cases to maintain 
consistency with published figures. 



D. NEWHOUSE    Discussion of Small area estimation: its evolution in five decades by Malay Ghosh 
 

101 

 The resulting poverty estimates are typically published in either reports written 
jointly with the national statistics offices, or World Bank poverty assessments or 
systematic country diagnostics. Most reports highlight subnational estimates of the 
poverty incidence and the number of poor, which are of greatest interest to 
policymakers. How these are in turn used in national planning and the allocation of 
resources varies greatly from country to country. One important application of small 
area estimates, however, is to inform assessments of the geographic targeting of social 
assistance programs and the rebalancing of program caseloads across target domains. 
 The traditional constraint that poverty maps can only be estimated when a new 
census is available is being challenged by the increasing availability of alternative 
sources of auxiliary data such as satellite and mobile phone data and administrative 
records. This offers the possibility to conduct small area poverty estimation each time 
a new household survey round is collected. In addition, it opens up the possibility of 
using each new survey to conduct small area estimation for a number of other 
important socioeconomic characteristics besides poverty, such as population density, 
labor market, educational outcomes, and health outcomes including disease mapping 
(Hay et al., 2009) 
 Several recent innovative studies have demonstrated that satellite imagery and mo-
bile phone data can predict cross-sectional variation in key socioeconomic indicators 
remarkably well. Mobile phone data is strongly correlated with wealth and multidi-
mensional poverty in a variety of developing country contexts (Steele et al., 2017, 
Pokhriyal and Jacques, 2017, Blumenstock, 2018). Geospatial data, meanwhile, are 
broadly predictive of spatial variation in measures of wealth and consumption (Jean 
et al., 2016, Engstrom et al., 2016, Watmough et al., 2017). Besides wealth and poverty, 
high-resolution imagery can also accurately predict agricultural yields (Jin et al., 2017, 
Lobell et al, 2019). Finally, geospatial data correlates very strongly with population 
density and can be used to estimate small area population and migration statistics 
from micro census or survey listing data (Wardrop et al., 2018, Engstrom et al., 2018). 
 Despite the impressive performance of these new sources of data in explaining 
cross-sectional variation in several socio-economic indicators, most existing research 
uses big data to generate purely synthetic predictions and has yet to utilize either 
Bayesian or empirical Bayesian methods to integrate survey data into the estimates2. 
It is also important to emphasize that, with the exception of Pokhriyal and Jacques 
(2017), these estimates have generally not yet been validated rigorously against census 
data. In addition, little attention has been paid to appropriately estimating uncer-
tainty. This is unfortunate, because statistics offices typically adopt a minimum 
threshold of precision, which defines the lowest level of disaggregation for which 
survey statistics can be published. There is a strong argument that official estimates 
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should adhere to the same standards for precision whether they are derived solely 
from sample survey data or draw on non-traditional data sources. It is therefore 
crucial to estimate uncertainty accurately when combining survey data with novel 
forms of big data for official statistics. 
 The small area estimation methods detailed by Dr. Ghosh are the natural frame-
work to consider how best to combine survey data with “big” auxiliary data. Empirical 
best models, in particular, are easier to explain and communicate than Bayesian 
methods, and have the additional advantage of not requiring the specification of 
a prior distribution. Since auxiliary data is typically available only at the sub-area level, 
it is natural to employ a sub-area empirical best model such as the one outlined 
in Torabi and Rao (2014). Unfortunately, as of now there is no well-documented 
software options for estimating sub-area models using empirical best methods. In the 
short run, sub-area level predictors can be used in household level models to conduct 
this estimation using existing software such as the SAE package in Stata or the SAE or 
EMDI packages in R. These models offer the advantage of continuity with existing 
census-based methods, since they use the same basic nested error structure employed 
in ELL and Molina and Rao (2010). In the medium term, there is an important agenda 
to develop software that estimates sub-area models that employ appropriate transfor-
mations and generate sound estimates of uncertainty, and to compare the perfor-
mance of these with household-level models that rely exclusively on sub-area predic-
tors. 
 Another important area for further research includes understanding which indica-
tors, in both census data and in alternative “big data” data, are most effective in track-
ing local shocks. Currently, census-based poverty maps rely heavily on household size 
and educational attainment as explanatory variables, which do not change quickly in 
response to local economic shocks. Alternative indicators such as weather patterns, 
predicted crop yields, or new housing construction may better reflect local economic 
conditions. When applying traditional census-based small area estimation, it would 
also be useful to better understand the extent of bias caused by time lags between the 
survey and census data (Lange et al, 2019). This would inform the choice of whether 
to use older census data at the household level or more current auxiliary data at the 
sub-area level. Finally, it is critical to validate different methods of combining survey 
with big data at the sub-area level, to build confidence that the resulting estimates can 
be relied upon to guide high-stakes policy decisions. 
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Danny Pfeffermanna 
 
Discussion of Small area estimation: its evolution in 
five decades by Malay Ghosh1 

This review article will help to promote further the “exponentially” expanding litera-
ture on small area estimation (SAE), which became one of the most researched and 
practiced topics in statistics in the last three decades. The areas are small, but the re-
search and applications are huge. Malay Ghosh is undoubtedly one of the world lead-
ing experts in the theory and application of SAE, and his pioneering articles with his 
students and colleagues paved the way for new research and applications all over the 
world. No wonder that he is frequently invited to make keynote presentations in con-
ferences and workshops, and from time to time to write review articles as this one. 
 I have sent Malay already a few remarks, leaving him the choice to include them in 
the text or just ignore them, which I shall not repeat here. (I was asked to send a short 
review anyway.) In the last section of the paper, Malay acknowledges that “the present 
article leaves out a large number of useful current day topics in small area estimation”, 
referring the readers to look for them in the very comprehensive book of Rao and 
Molina (2015) and the extensive list of references therein. I shall therefore list a few 
topics which have been researched more recently (but need to be researched further), 
and topics that to the best of my knowledge have not been researched so far, but in my 
view should be investigated. (Unfortunately, due to my extensive administrative roles 
in the last7 years, I no longer follow the SAE literature as I used in the past.)  
1. SAE with unit observations in the presence of NMAR nonresponse. As well known, 

the response rate in surveys is steadily declining all over the world, and the non- 
response is often informative, implying inevitably the same problem in at least 
some of the areas. NMAR nonresponse need to be handled properly, irrespectively 
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of the method of inference, whether design- or model-based; following the 
frequentist or the Bayesian approach. 

2. Accounting for mode effects. Modern surveys leave the sampled units the choice 
whether to respond via the internet, by telephone or via a “face to face” interview. 
As well known, the responses obtained from the different modes are often different, 
either before different profiles of people respond with different modes, or because 
the answers depend on the mode chosen. Mode effects can bias the estimates, if not 
accounted for properly. This is a well-known problem in national surveys, which 
cannot be ignored in SAE either.  

3. Accounting for measurement errors in the covariates in generalised linear mixed 
models (GLMM). Malay mentions the problem of measurement errors as one of 
the topics that he has not covered but from my knowledge, this topic has only been 
investigated (quite extensively) for linear models. Has someone investigated the 
problem in the context of GLMM? 

4. Benchmarking with GLMM. Malay discusses in some detail the issue of bench-
marking, citing several studies published in the literature under the frequentist and 
Bayesian approaches. However, almost all these studies consider linear models. 
A PhD student of mine just completed his dissertation in which he considers 
among other topics benchmarking when fitting GLMM, but his study is under the 
frequentist approach. Extensions under the Bayesian approach will be welcome. 

5. Estimation of design-based MSE of model-dependent estimators. The use of mod-
els for SAE is often inevitable. Users, (not statisticians), don’t care much how the 
area parameters are estimated, but they are familiar with the concept of design-
based (randomization) MSE. The concept that the true target mean or other area 
characteristics are random makes little sense to them; they like to know how 
well the predictors estimate the true (finite) area value. Hence, the often 
need to estimate the design-based MSE. Some work in this direction has been 
published in recent years, but much more need to be done, depending on the form 
of the model-dependent predictors. 

 I follow Malay by acknowledging that the 5 topics listed above are only few drops 
in a big pool of problems that call for new or further investigation. However, I can see 
that my review is no longer “short”, so let me finish by congratulating Malay for this 
thoughtful, inspiring review. 
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J. N. K. Raoa 
 
Discussion of Small area estimation: its evolution in 
five decades by Malay Ghosh1 

1. Introduction 

It is my great pleasure to act as an invited discussant of this overview paper on small 
area estimation (SAE) by Malay Ghosh, based on his 28th Annual Morris Hansen 
Lecture held on October 30, 2019 in Washington, D.C. I was closely associated with 
the late Morris Hansen while we were both members of the Statistics Canada 
Methodology Advisory Committee for several years chaired by Hansen. I greatly 
benefited from his pioneering contributions to survey sampling theory and practice. 
Ghosh and I collaborated on a SAE review paper 26 years ago (Ghosh and Rao, 1994), 
which has received more than 1000 Google citations and partly stimulated much 
research on SAE over the past 25 years. The greatly increased demand for reliable 
small area statistics worldwide of course is the primary factor for the explosive growth 
in the SAE methodology. My joint paper with Ghosh stimulated me to write my 2003 
Wiley book on SAE (Rao 2003). Because of the extensive developments in SAE after 
my 2003 book appeared, I wrote the second edition of my Wiley book in 2015 jointly 
with Isabel Molina (Rao and Molina 2015). Perhaps, my 2015 book is now obsolete 
given the rapid new developments in SAE theory and practice over the past 5 years!   
 Direct area-specific estimates are inadequate for SAE due to small domain or area 
sample sizes or even zero sample sizes in some small areas. It is therefore necessary to 
take advantage of the information in related areas through linking models to arrive at 
reliable model-dependent or indirect small area estimates. Hansen et al. (1983) 
demonstrated that model-dependent strategies can perform poorly for large samples 
even under small model misspecification, unlike design-based strategies leading to 
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design-consistent estimators. On the other hand, Hansen et al. (1983) also note that 
the model-dependent strategies might enjoy substantial advantage in small samples if 
the model is appropriate and the sampling plan need not be probability based. The 
latter statement has implications to current focus on non-probability samples. Kalton 
(2018) says “Opposition to using models has been overcome by the demand for small 
area estimates”. 
 Ghosh provides a nice overview of methods for indirect estimation of small area 
means or totals over the past 50 years, starting with the use of synthetic estimation in 
the context of a radio listening survey (Hansen et al. 1953, pp. 483−486). In the early 
days, indirect estimates were based on simple implicit linking models (Rao and 
Molina, 2015, Chapter 3), but methods based on explicit linking models have taken 
over because of many advantages including the following: (a) model diagnostics to 
find suitable models can be implemented, (b) area-specific estimates of mean squared 
error (MSE) can be associated with each small area estimate, unlike the global 
measures of precision (averaged over small areas) often used with traditional synthetic 
estimates, and (c) “optimal” estimates of small area parameters under linear mixed 
and generalized linear mixed models can be obtained using empirical best unbiased 
prediction (EBLUP), empirical best (EB) or hierarchical Bayes (HB) methods. The HB 
method is currently popular because of its ability to handle complex models in an 
orderly manner and the availability of powerful computer programs to implement 
sophisticated HB methods. Ghosh has made significant contributions to the HB 
method for SAE. It is interesting to note that his first two papers on HB were jointly 
with his former students Partha Lahiri and Gauri Datta (Ghosh and Lahiri 1989 and 
Datta and Ghosh 1991). As we all know, both Lahiri and Datta have become leading 
researchers in SAE. 

2. Basic area-level model 

For simplicity, Ghosh focused his paper on the basic area level model (also called the 
Fay-Herriot model) in sections 5, 7 and 8 supplemented by a brief account of model 
based SAE under a basic unit level nested error linear regression model (also called 
the Battese-Harter-Fuller model) in Section 6. He presents the empirical best linear 
unbiased predictor (EBLUP) which avoids the normality assumption, using the mo-
ment estimator of the random effect variance proposed by Prasad and Rao (1990). He 
also gives the estimator of the mean squared prediction error (MSPE) proposed by 
Prasad and Rao (PR), which is second-order unbiased for the MSPE, under normality 
assumption. He also mentions the work of Lahiri and Rao (1995), which proved the 
second-order unbiasedness of the PR MSE estimator without normality assumption 
on the random area effects in the model, provided the PR moment estimator of is used. 
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Fay and Herriot (1979) proposed a different moment estimator of by solving two 
equations iteratively.  
 The moment estimators of as well as the maximum likelihood (ML) and the residual 
ML (REML) estimators might produce zero estimates. In this case, the EBLUPs will 
give zero weight to the direct estimates in all areas, regardless of the efficiency of the 
direct estimator in each area. On the other hand, survey practitioners often prefer 
to give always a strictly positive weight to direct estimators because they are based 
on the area-specific unit level data without a model assumption. For this situation, 
Li and Lahiri (2010) proposed an adjusted ML (AML) estimator that delivers a strictly 
positive estimator of . Molina et al. (2015) proposed modifications of the AML 
estimator that use the AML estimator only when the REML estimator is zero or when 
the data does not provide enough evidence against the hypothesis. Their simulation 
study suggested that the EBLUPs based on the modified estimators of lead to smaller 
average MSE than the AML-based EBLUPs when is small relative to the variance 
of the direct estimator. They also proposed an MSE estimator that performed well 
in terms of average absolute relative bias even when is small relative to the variance 
of the direct estimator.  
 In my books I emphasized the need for external evaluations by comparing the small 
area estimates to corresponding gold standard values, say from the recent census, 
in terms of absolute relative error (ARE) averaged over groups of areas, where ARE for 
a specific area is equal to |est. – truth|/truth. Ghosh mentions an external evaluation 
in the context of estimating median income of four-person families for the 50 states 
and the District of Columbia in USA. His Table 1 shows that the EBLUP leads to signif- 
icant reduction in ARE averaged over the areas relative to the corresponding direct 
estimate obtained from the Current Population Survey (CPS). Hidiroglou et al. (2019) 
report the results of a recent external evaluation on Canadian data. Here Census Areas 
(CAs) are small areas, direct estimates are unemployment rates from the Canadian 
Labor Force Survey (LFS) and Employment Insurance (EI) beneficiary rate is the area 
level covariate, which is an excellent predictor of unemployment rate. Direct estimates 
from a much larger National Household Survey (NHS) were treated as gold standard 
or true values. The external evaluation showed that for the 28 smallest areas ARE for 
the LFS estimates is 33.9% compared to 14.7% for the EBLUP. Statistics Canada is now 
embarked on a very active SAE program and the demand for reliable small area esti-
mates has greatly increased.  
 EBLUP-type model dependent estimates are often deemed suitable by National 
Statistical Agencies to produce official statistics, after careful external evaluations 
as mentioned above. However, those agencies often prefer estimators of design mean 
squared error (DMSE) of the EBLUP rather than its estimator of model-based MSPE, 
similar to estimators of DMSE of the direct estimator, conditional on the small area 
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parameters, see Pfeffermann and Ben-Hur (2019). Exact design-unbiased estimator 
of EBLUP can be obtained but it is highly unstable due to small sample size in the area 
and also it can take negative values often when the sampling variance of the direct 
estimator is large relate to the model variance of the random area effect (Datta et al., 
2011). Recent research attempts to remedy the difficulty with the design unbiased es-
timator. Rao et al. (2018) proposed a composite estimator of design MSE of EBLUP 
by taking a weighted combination of the design-unbiased MSE estimator and the 
model-based estimator of MSPE, using the same weights as those used in constructing 
the EBLUP as a weighted sum of the direct estimator and the synthetic estimator. 
It performed well in simulations in overcoming the instability associated with the 
design unbiased MSE estimator and reducing the probability of getting negative 
values. Pfeffermann and Ben-Hur (2019) proposed an alternative estimator of DMSE 
of EBLUP, based on a bootstrap method restricted to the distribution generated by 
the sampling design. 

3. Some extensions 

Ghosh mentions an extension of the basic FH model that allows different random 
effect variances for different small areas. In this case, he refers to the HB method of 
Tang et al. (2018) based on “global-local shrinkage priors”, which can capture poten-
tial “sparsity” by assigning large probabilities to random area effects close to zero and 
at the same time identifying random area effects significantly different from zero. 
Ghosh mentions that such priors are particularly useful when the number of small 
areas is very large. I believe this extension is very useful and I expect to see further 
work on this topic.  
 Ghosh lists several important topics not covered in his review, including robust 
SAE, misspecification of linking models and estimation of complex area parameters 
such as poverty indicators. I will make few remarks on the latter topics.  
 An excellent review paper by Jiang and J. S. Rao (2021) covers robust SAE and 
model misspecification. They mention the work of Sinha and Rao (2009) on robust 
EBLUP (REBLUP) under unit level models that can provide protection against 
representative outliers in the unit errors and/or area effects. Dehnel and Wawrowski 
(2020) applied the REBLUP method to provide robust estimates of wages in small 
enterprises in Poland’s districts. Jiang and J. S. Rao (2020) also mention their earlier 
work (Jiang et al. 2011) on misspecification of the linking model under the FH model.  
 Most of the past work on SAE focused on area means or totals under area level and 
unit level models. However, in recent years the estimation of complex small area para- 
meters has received a lot of attention, such as small area poverty indicators that are 
extensively used for constructing poverty maps. We refer the reader to a review paper 
(Guadadarrama et al. 2014) and Rao and Molina (2015, Chapter 9) on estimating 



J. N. K. RAO    Discussion of Small area estimation: its evolution in five decades by Malay Ghosh 
 

111 

poverty indicators proposed by the World Bank: poverty rate, poverty gap and poverty 
severity. They studied empirical best or Bayes (EB) and HB methods and compared 
them to a method used by the World Bank, called ELL method.  
 There is also current interest in using estimates from big data or nonprobability 
samples as additional predictors or covariates in area level models. Rao (2020) 
mentions some recent applications of using big data as covariates. 

4. Production of small area official statistics 

Tzavidis et al. (2019) provide a framework for production of small area official statis-
tics using model-dependent methods. Molina and Marhuenda (2015) developed an 
R package for SAE that was used in the book by Rao and Molina (2015). 
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Malay Ghosh1 
 
Rejoinder 

I thank all the seven discussants for taking time to read the paper, and for their kind 
and valuable comments. In particular, they introduced some important current and 
potentially useful future topics of research, thus supplementing nicely the material 
covered in this article.  
 With the current exponential growth in the small area estimation (SAE) literature, 
I realized the near impossibility of writing a comprehensive review of the subject.  
Instead, I took the easier approach of tracing some of its early history, and bringing 
in only a few of the current day research topics, and that too reflecting my own 
familiarity and interest. I listed a number of uncovered topics in this paper, far 
outnumbering those that are covered. I am very glad to find that some of these topics 
are included in the discussion, in varied details. 
 I will reply to each discussant individually. Professor Molina and Dr. Newhouse 
have both discussed small area poverty indication, with some overlapping material. 
I will first discuss them jointly, and then individually on the distinct aspects of their 
discussion.  

Gershunskaya 

I thank Dr. Gershunskaya for highlighting some of the potential problems that one 
may encounter in small area estimation. Yes, the assumption of known variances Di, 
when indeed they are sample estimates, is a cause of concern. Joint modeling of 𝑦𝑦𝑦𝑦,𝐷𝐷�𝑦𝑦 
hen possible, must be undertaken. Unfortunately, without the availability of micro-
data, especially for secondary users of surveys, modeling the can be quite ad hoc, often 
resulting in very poor estimates. People in Federal Agencies, for example those in the 
BLS, US Census Bureau and others do have access to the microdata, which can facili-
tate their modeling. However, even then the issue may not always be completely 
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resolved. I like the hierarchical Bayesian model of Dr. Gershunskaya, something 
similar to what I have used before. But I have always been concerned about the choice 
of hyperparameters. For example, in the inverse gamma hyperprior 𝐼𝐼𝐼𝐼(𝑎𝑎𝑖𝑖 , 𝑐𝑐𝑖𝑖𝛾𝛾), the 
choice of 𝑎𝑎𝑖𝑖 , ai and 𝑐𝑐𝑖𝑖 , can influence the inference considerably, and this demands 
sensitivity analysis. I wonder whether there is any real global justification of the choice 
𝑎𝑎𝑖𝑖 = 2, and 𝑐𝑐𝑖𝑖 = 𝑛𝑛𝑖𝑖−1, as proposed in Sugasawa et al. (2017). Added to this is modeling 
of the parameter γ, which enhances complexity. 
 Following the same notations of Dr. Gershunskaya, another option may be to use 
a default half-Cauchy prior (Gelman, 2006) for 𝐷𝐷𝑖𝑖

1/2. This results in the prior 𝜋𝜋𝐷𝐷𝑖𝑖 ∝
𝐷𝐷−1/2(1 + 𝐷𝐷_𝑦𝑦 )2, the so-called “Horseshoe”, which enjoys global popularity in these 
days. It may be noted though that the above prior is just a special case of a Type II beta 
prior 𝜋𝜋𝐷𝐷𝑖𝑖 ∝ 𝐷𝐷𝑖𝑖𝑎𝑎−1(1 + 𝐷𝐷𝑖𝑖  )−𝑎𝑎−𝑏𝑏 with 𝑎𝑎 = 𝑏𝑏 = 1/2. In my own experience, even in 
the context of SAE research, the choice 𝑎𝑎 = 𝑏𝑏 = 1/2 is not always the best choice. 
Other (𝑎𝑎, 𝑏𝑏) combinations produce much better results. 
 I very much echo the sentiment of Dr. Gershunskaya that reliable estimates 
for thousands of small domains within a very narrow time frame is a real challenge for 
most Federal Agencies. With the present COVID-19 outbreak, the BLS is producing 
steady unemployment numbers for all the States in the US. In situations demanding 
a very urgent answer, I am quite in favor of a very pragmatic approach, for example, 
an empirical Bayes approach where one just uses estimates of the hyperparameters. 
Alternative frequentist approaches such as the jackknife and the bootstrap for mean 
squared error (MSE) estimation are equally welcome. 
 Dr. Gershunskaya has highlighted the importance of “external evaluation” of Cur-
rent Employment Survey (CES) estimates, which I value as extremely important. 
However, is a six to nine month time lag on the availability of Quarterly Census 
of Employment and Wages (QCEW) seems a little too much for an ongoing survey 
like CES. Presumably, different QCEW data are used for production and evaluation. 
Otherwise, one is faced with the same old criticism of double use of the same data. 
 I agree wholeheartedly with Dr. Gershunskaya on the issue of robustness of models, 
and replacing the normal prior by mixtures of normals. In this article, I have men- 
tioned the use of continuous “global-local shrinkage” priors which essentially attain 
the same goal and are easier for implementation. 
 Finaly, I thank Dr. Gershunskaya for bringing into our attention that the term 
“statistical engineering” was used by the late P.C. Mahalanobis, the founding father 
of statistics in India, back even in 1946! 
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Han 

I thank Dr. Han for her discussion of the current day research on probabilistic record 
linkage. While the theoretical framework of record linkage goes back to Fellegi and 
Sunter (1969), it seems that there was a long fallow period of research up until recent 
times. Indeed, in my opinion, research on record linkage has taken a giant leap in the 
last few years, mostly for catering to the needs of Federal Agencies, but its importance 
has been recognized by the industrial sectors as well.  
 While record linkage requires merging of two or more sources of data, often it is 
impossible to find a unique error-free identifier, for example, when there is an error 
in recording a person’s Social Security Number. This necessitates the need for proba-
bilistic record linkage. 
 While small area estimation seems to be a natural candidate for application of 
record linkage in merging survey and administrative data, research in this topic has 
taken off only very recently. I think that the major reason behind this is the formidable 
challenge of trustworthy implementation. me elaborate this point a bit. It is univer-
sally recognized that small area estimators are model-based estimators. But as pointed 
out by Dr. Han, now one needs an integrated model based on three components: (1) 
a unit level SAE model, (2) a linkage error model and (3) a two-class mixture model 
on comparison vectors. Now, instead of model diagnostics for one single SAE model, 
one needs model diagnostics for all three models in order to have reliable SAE esti- 
mates. In my mind, this seems to be a formidable task. Nevertheless, I encourage 
Dr. Han and her advisor Partha Lahiri to pursue research in this very important area, 
and I am very hopeful that their joint venture will become a valuable resource for both 
researchers and practitioners. 
 I have some query regarding the assumptions (1)–(3) of Dr. Han. Can one always 
avoid duplicates in the source files? Also, is the assumption 𝑆𝑆𝑦𝑦 ⊂ 𝑆𝑆𝑥𝑥 always tenable? 
In summary, I thank Dr. Han again for her succinct discussion which will be a valuable 
source of information for the apparent two distinct groups of researchers, one on SAE 
and the other on record linkage. 

Li 

I congratulate Dr. Li for bringing in the very important issue of variable selection, 
a topic near and dear to me in these days. Variable selection is an essential ingredient 
of any model-based inference, and SAE is no exception. 
 Dr. Li has provided some very important information regarding necessary modifi-
cations of some of the standard criteria, such as the AIC, BIC, Mallows’ Cp needed for 
variable selection in the SAE context. In my opinion though, AIC, BIC, Cp and their 
variants are more geared towards model diagnostics, and only indirectly towards 
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variable selection. I admit that the two cannot necessarily be separated, but what I like 
in these days is a direct application of the LASSO (Least Absolute Shrinkage Selection 
Operator) which achieves simultaneously variable selection and estimation. This 
is achieved by getting some of the regression coefficients exactly equal to zero, which 
is extremely useful in the presence of sparsity. In some real life SAE examples that 
I have encountered, there is a host of independent variables. Rather than the classical 
forward and backward selection, LASSO and its variant such as LARS (Least Absolute 
Regrssion Shrinkage) can provide a very direct variable selection and estimation 
in one stroke. 
 For simplicity of exposition, I restrict myself to linear regression models, although 
the application of LASSO can be extended to generalized linear models, Cox’s propor-
tional hazards models and others. For the familiar linear regression model given by 
𝑌𝑌 = 𝑋𝑋𝑋𝑋 + 𝑒𝑒 notation. The LASSO estimator of 𝑋𝑋 is given by 
 

�̌�𝑋𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑦𝑦𝑛𝑛𝛽𝛽 �‖𝑌𝑌 − 𝑋𝑋𝑋𝑋‖2 + 𝜆𝜆��𝑋𝑋𝑗𝑗�
𝑗𝑗

�  

 
where 𝜆𝜆 is the regularization or the penalty parameter. The choice of the penalty para- 
meter can often become a thorny problem, and there are many proposals including 
an adaptive approach (Zou, 2006). It will be interesting to see an analog of LASSO in 
mixed effects models where there is a need for simultaneous selection of regression 
coefficients and random effects. Obviously, this is of direct relevance to small area 
estimation. The transformed model of Professor Li from random to fixed effects seems 
to facilitate the LASSO application in selecting the appropriate regression coefficients. 
I may add also that there is some recent work on the selection of random effects in the 
SAE context as discussed in the present paper. But the simultaneous selection problem 
can potentially be a valuable topic for future research. 
 I cannot resist the temptation of the well-known Bayesian interpretation of LASSO 
estimators. Interpreting the loss as the negative of the log-likelihood, and the regula-
rization part as the prior, the LASSO estimator can be interpreted as the posterior 
mode of a normal likelihood with a double exponential prior. One interesting obser- 
vation here is that the double exponential prior has tails heavier than that of the 
normal, but it is still exponential-tailed. Tang, Li and Ghosh (2018), pointed out that 
polynomial-tailed priors rectify certain deficiencies of exponential-tailed priors. 
Some of these priors were used in Tang, Ghosh, Ha and Sedransk (2018), as discussed 
in the present paper. 
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Molina and Newhouse 

Both Professor Molina and Dr. Newhouse have presented very elegantly the current 
state of the art for estimation of small area poverty indicators. While Professor Molina 
has has provided a very up-to-date coverage of methodological advances in this area, 
Dr. Newhouse has focused very broadly on practical applications with examples, and 
finally a few pointers regarding possible alterations of the World Bank SAE methods 
with the advent of the so-called “big” data. As I mentioned at the beginning of this 
rejoinder, I will first present a few common things that I learnt from their discussion, 
and then reply separately to these two discussants. 
 One very interesting feature is that SAE of poverty indicators is based on unit level 
models, another good application of the classical model of Battese, Harter and Fuller 
(1988). Both discussants began their discussion mentioning the paper of Elbers, 
Lanjouw and Lanjouw (ELL, 2003), which in my mind, set the stage for further 
development. An important piece of information here is that while the SAE indicators 
both use survey and census data, they cannot be linked together at a household level 
due to data confidentiality. As described in details by Professor Molina, and also 
hinted at by Dr. Newhouse, ELL circumvented this problem by first fitting the survey 
data to estimate the model parameters, and then generating multiple censuses to 
estimate the SAE poverty indicators and their MSE by some sort of averaging of these 
censuses. 
 The second important aspect of this research is that unlike most SAE problems 
which involve estimation of totals, means or proportions, one needs to face nonlinear 
estimation in addressing the poverty indication problem. This poses further challenge. 
Variable transformation seems to be a way to justify approximate normality of trans-
formed variables, and I will comment more on this while discussing Professor Molina. 
 Now I will respond individually to Professor Molina and Dr. Newhouse. Maintai-
ning the alphabetical order throughout this rejoinder, I will first discuss Professor 
Molina and then Dr. Newhouse. 

Molina 

Professor Molina has pointed out the distinction of her 2010 joint paper with Dr. Rao 
with that of ELL. The Molina-Rao (MR) paper is an important contribution, which 
attracted attention of conventional small area researchers. I am not quite sure what 
Professor Molina means by “unconditional expectation” in ELL. What I understand 
though, and also essentially pointed out in Molina, that ELL is producing a synthetic 
estimator in contrast to an optimal composite estimator, namely the EBLUP as given 
in MR. This optimality is achieved by combining two sources of information, quite in 
conformity with the usual Bayesian paradigm, which combines a likelihood with 
a prior. 
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 There are some important issues stemming out of the ELL and MR papers. One, 
which seems to have been addressed already in the 2019 paper of Dr. Molina, is how 
best one can utilize both survey and census data when they cannot be linked together. 
The second pertains to the question of variable transformation. The log transfor- 
mation is often useful, especially since the moments of a log-normal distribution 
can easily be calculated via moment generating function of a normal distribution. 
While the log transformation reduces skewness, resulting normality can sometimes 
be put to question. Professor Molina has mentioned the Box-Cox transformation, 
which is definitely useful. So are the skewed normal and generalized beta of the second 
kind. But what about a Bayesian nonparametric approach? 
 The Bayesian approach has a very distinct advantage of providing some direct me-
asure of uncertainty associated with a point estimate via posterior variance. As recog- 
nized by Professor Molina, a hierarchical Bayesian approach avoids much of the im-
plementation complexity, when compared to procedures such as the jackknife and 
bootstrap. But a Bayesian nonparametric approach seems equally applicable here. MR 
considered a general class of poverty measures given in Foster, Greer and Thorbecke 
(1984). These measures when simplified lead to estimation of either the distribution 
function or functionals of the distribution function. A Dirichlet process or its mixture 
with a normal or a heavy-tailed mixing distribution such as the double exponential 
can be used without much extra effort. This may be a potential topic of useful research. 
 Professor Molina has also pointed out that the revised World Bank approach of 
bootstrapped EB predictors can be severely biased. What about the double bootstrap 
of Hall and Maiti (2006)? 
 In summary, I thank Dr. Molina again for bringing in the salient features related 
to estimation of small area poverty indicators. There are potentials for further 
development, which I believe will take place in the next few years by Dr. Molina 
and her collaborators. 

Newhouse 

I thank Dr. Newhouse not only for bringing in the current World Bank practice of 
producing small area estimates of poverty indicators, but also for pointing out their 
global applications as well as some important directions for future research. 
 The World Bank produces small area estimates at a “subnational” level for 60 
countries. Dr. Newhouse did not define subnational as its meaning inevitably varies 
from country to country. For me, it can be counties, census tracts, school districts, or 
sometimes even the states, depending on the problem at hand. What I admire though 
is the importance and relevance of this project from a global standpoint. 
 I agree with Dr. Newhouse about the need for separate models for urban and rural 
areas. In addition, in the US, variation between the states, for example, West Virginia 
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and New York, also demands separate modeling. I do not think that this approach 
leads to reduction in efficiency. Rather, it has the potential to provide more 
meaningful measures of poverty indicators. 
 I agree wholeheartedly with Dr. Newhouse regarding the use of alternative sources 
of auxiliary data. But even there, one may often face the difficulty of proper linkage. 
Partha Lahiri and Ying Han are currently working quite extensively on probabilistic 
record linkage in the context of small area estimation. Some of their proposed met-
hods may be helpful in other contexts as well. 
 “Big" data offers a huge potential. Combining survey data with administrative data, 
whenever possible, is expected to provide better results than one that uses only one of 
these two sources of data. I may add that “non probability sampling” has started 
receiving attention as well because of the richness of administrative data. Whatever 
the source, model-based SAE is inevitable, and thus always has the potential danger of 
failing to provide the right answer. External evaluation of model-based procedures 
against some “gold standard” seems to be a necessity. This may not be feasible all the 
time. As an alternative, one may think of cross-validation. 
 Finally, I like to point out that a model may need to go through a thorough overhaul 
in the event of a natural or social catastrophe, as we are witnessing now in 
COVID-19, a “shock” in the general terminology of Dr. Newhouse. Many small area 
models, by necessity are spatial, temporal or spatio-temporal. Any prediction based 
on these models, assuming a smooth continuum, will be severely compromised with 
the occurrence of “shock” events even though some of the auxiliary variables may not 
be affected. 
 I thank Dr. Newhouse again for bringing in the current World Bank approach to 
the production of small area poverty indicators, and his insight into how to improve 
these estimates in the future. 

Pfeffermann 

I really appreciate all the valuable comments made by Dr. Pfeffermann in my original 
text, and they are all incorporated in the revision of this paper. Dr. Pfeffermann has 
years of both academic and administrative experience, and this is clearly reflected in 
his discussion. I will try point by point response to his comments, even though I really 
do not know proper answer to many of the issues that he has raised. 
 I agree with Dr. Pfeffermann that response rate, unless mandatory, is declining fast 
in most surveys. Further, the simplifying assumption of missing completely at random 
(MCAR) or missing at random (MAR) is often not very tenable. However, with not 
missing at random (NMAR) data, I do not see any alternative other than modeling the 
missingness. In the SAE context, this becomes an extra modeling in addition to the 
usual SAE modeling, and one requires validation of the integrated model. SAE models 
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with a combination of survey and administrative data, can admit model diagnostics, 
or sometimes even external evaluation, for example with the nearest census data. 
Is there a simple way to validate the missingness model in this context? I simply 
do not know. 
 Again, I agree with Dr. Pfeffermann that present-day surveys offer the option of 
response via internet, telephone or direct face to face interview. In this cell phone era, 
I am not particularly fond of telephone interviews. A person living in Texas may have 
a California cell number. In an ideal situation, for example, a survey designed only for 
obtaining some basic non sensitive data, the response may not depend much on the 
mode used. But that is not the case for most surveys, and then the answer may indeed 
depend on the chosen mode as pointed out very appropriately by Dr. Pfeffermann. 
What I wonder though is that when there is modal variation in the basic response, is 
it even possible to quantify the modal difference in the data analysis? 
 Research on measurement errors in covariates for generalized linear models in the 
SAE context has not possibly started as yet, but it seems feasible. The approach that 
comes to mind is a hierarchical Bayes approach, both for functional and structural 
measurement error models. 
 Benchmarking for GLMM is possibly quite challenging from a theoretical point of 
view in a frequentist set up. It is not at all a problem in a Bayesian framework. Indeed, 
in Datta et al. (2011), as cited in the present paper, Bayesian benchmarking with 
squared error loss can be implemented knowing only the posterior mean vector and 
the posterior variance-covariance matrix. 
 The final point of Dr. Pfeffermann is extremely important as it opens up a new 
avenue of research. There is always a need for providing uncertainty measures associ- 
ated with model-based estimates. As George Box once said: “All models are wrong, 
but some are useful”. As a safeguard against potential model uncertainty, one option 
is to derive design-based MSE of model-based SAE estimators. This also has the 
potential for convincing conventional survey analysts that model-based SAE or even 
model-based survey sampling, in general, is not just an academic exercise. Research 
seems to have just started in this area. A paper that I have just become aware of, 
courtesy of Dr. Pfeffermann, and mentioned in the current version of the paper, 
is Pfeffermann and Ben-Hur (2018). Lahiri and Pramanik (2019) addressed the issue 
of average design-based estimator of design-based MSE, when the average is taken 
over similar small areas. 

Rao 

I very much appreciate the kind remarks of Professor Rao. It is needless to say that he 
is one of the pioneers who brought SAE in the forefront of not just survey statisticians, 
but for the statistics community at large. I have had the fortune of collaborating with 
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him in a paper only once. But I have had the fortune of getting his advice on a number 
of occasions in my SAE research. 
 Regarding the points that he has raised, I agree virtually with all of them. Without 
a hierarchical Bayesian procedure, it is quite possible to get zero estimates of A, the 
random effect variance, by any of the standard methods, be it method of moments, 
ML or REML. Adjusted ML by Li and Lahiri (2010), and subsequent development by 
Yoshimori and Lahiri (2014), Molina et al. (2015) and Hirose and Lahiri (2018) are 
indeed very welcome as they rectify this deficiency. 
 The second point regarding external evaluation is also very useful. Census figures 
have often been used as “gold standard”, used by many researchers including myself. 
Unfortunately, in many SAE examples, one does not have this opportunity of external 
validity. I do not have a real idea of an alternative approach with firm footing in this 
case, but think that cross validation may be an option. 
 Professor Rao has mentioned the need for design-based MSE computation 
of model-based SAE estimators. I have emphasized its relevance and importance, 
while discussing Dr. Pfeffermann. I reiterate that this topic will possibly be a fruitful 
research topic in the next few years. 
 I have not seen yet the review article of Jiming Jiang and Sunil Rao, but can appre-
ciate their viewpoint. I have cherished the view for a long time that outliers should not 
necessarily be discarded for inferential purposes. Rather they can very well be a part 
of a model, typically a mixture model, which was advocated by Tukey many years ago. 
 I endorse also that it is high time to go beyond estimation of small area means. 
Estimation of small area poverty indicators where the World Bank people as well as 
Professors Rao and Molina have made significant contribution, has taken off the gro-
und and research is pouring in this area. Another potential topic seems to be estima-
tion of quantiles in general, since these parameters are less vulnerable to outliers. 
 Finally, I thank all the discussants once again for their thorough and informative 
discussion, supplementing very well the topics not covered in this paper. It is needless 
to say there is a plethora of other uncovered topics in my paper. We may need another 
review paper (not by myself) with discussion fairly soon to cover some of these other 
topics. 
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Introduction 

Statistics has accompanied the social forms of human civilization since its inception, 
reflecting also conflicts and wars. Statistics acts as a beacon, especially in turbulent 
times, capturing the most important aspects of reality, while helping decision-makers 
navigate key choices in the face of adversity of a radically changing situation. To this 
end, statisticians of a war-affected country make every effort by adapting the way stati-
stics work to overcome methodological and organizational obstacles in everyday 
professional work, including innovative development of research instruments to 
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substitute the destroyed or unavailable ones. Historical records indicate that the first 
statistical tables began to appear in Sumer, Egypt, ancient China, Babylon, and 
Assyria. Statistics continues its role with increasing scope and importance through 
centuries, with especially hard time during the Second World War, when conducting 
statistical research was prohibited in the German-occupied countries. [However, 
the compilation of statistics in some countries subjected to the most hostile 
occupation was conducted, including Poland, where the census was carried out 
in 1941, by the Underground State]. Currently, we are witnessing how Ukraine gives 
examples of heroism also in the sphere of official statistics, striving to fulfill its mission 
of constantly informing state institutions and society despite the extraordinary 
wartime challenges. 
 Remarkably, the National Statistical Office of Ukraine has continued to operate 
since the beginning of the Russian-Ukrainian war. This resilience is a testimony to the 
essential nature of objective, accurate, reliable, and timely national statistics to inform 
policy-making, and the steadfastness of the national statisticians behind the numbers. 
The healthy functioning of a national statistical office has implications for its 
relationships with bi-lateral and multi-lateral agreements with donor countries 
and organizations, and therefore, for the security of its country. This year marks 
the anniversary of the Fundamental Principles of Official Statistics (FPOS, 1992), 
championed by many esteemed thought leaders, including Józef Oleński (former 
President of Statistics Poland), Jean-Louis Bodin (INSEE, France), and Katherine 
Wallman (former, U.S. Chief Statistician and chair, UNECE CES), within the context 
of the United Nations Economic Commission for Europe Conference of European 
Statisticians as a way to support the production of national statistics among countries 
transitioning from centrally planned economies to market economies.  
 The Fundamental Principles of Official Statistics subsequently was endorsed by the 
highest body of the UN, the General Assembly (2014). There have been additional 
efforts to develop aspirational and practical guidance for national statistical offices to 
strengthen capacity. The European Statistics Code of Practice (2005), U.S. Office of 
Management and Budget’s Statistical Policy Directive 1 (2014) (now embedded in the 
Evidence Act), OECD’s Recommendation of the Council on Good Statistical Practice 
(2015), American Statistical Association’s Ethical Guidance for Statistical Practice 
(2022) are but a few. There have also been efforts to develop implementation guidance 
for these principles; notably, FPOS (2011, 2015, and 2020). 
 After the Second World War, the Marshall Plan was implemented to assist in the 
reconstruction and strengthening of nation states affected by conflict. Similarly, pane- 
lists of the FCSM-2022 session hosted by Jennifer Park, Committee on National 
Statistics (CNSTAT), discussed a set of the following issues: 
• What would a Marshall Plan for national statistics in Ukraine look like?  
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• How can the parameters of the FPOS and other aspirational guidance inform 
practical steps of such a plan? 

• What roles could various entities take to implement such a plan?  
• What elements are essential in the short term? Over the longer term? 
 In the panel discussion summarized below, representatives of the wide spectrum of 
international statistical community addressed key aspects of the above questions, taking 
into account the current situation of statistical institutions and the circumstances 
in which Ukrainian statisticians try to fulfill their tasks in the conditions of war. The 
vast majority of the problems and challenges – along with practical ways to deal with 
them – are presented in the articles by Ukrainian statisticians that make up this issue. 
Additional information was provided by Oleksandr Osaulenko and his colleagues for 
the purpose of panel discussion. 

Summary of the panel discussion 

As an introduction to the session, its co-organizer (with J. Park of CNSTAT) and 
chairman, Dominik Rozkrut, characterized briefly the situation of Ukraine’s state 
and society including  information on the influx of immigrants from the war zone 
to Poland. He also quoted some results of the household budget surveys (recently 
conducted by Statistics Poland) concerning the scope and types of assistance provided 
to the immigrants. The extent of involvement of Polish households in various forms 
of help to refugees – such as hosting, food, clothes, other in-kind and in-cash 
assistance – seems impressive: in total, 78 percent of households, i.e. members of every 
three out of four dwelling units (about 11.5 out of 15.3 million) participated in one 
or other types of such assistance. 
 The international official statistics community has been filled with discussions 
on timeliness vs granularity of statistics for years. However, events such as a global 
pandemic or war become a practical test of methodological advancement and organisa- 
tional solutions, a real test of the organisation’s agility and readiness to meet the 
sudden information needs of societies. The full-scale war in Ukraine became a unique 
challenge for Polish statistics. The sudden influx of war refugees, a powerful economic 
shock through drastic increases in energy prices and disruption of value chains 
posed a severe challenge to Statistics Poland. This challenge is connected both with 
the need to provide the latest information about the rapidly changing socio-economic 
processes, but also with the need to anticipate future needs after the end of the war. 
 Statistics Poland, as was the case with the pandemic, showed a quick response. As 
early as April 2022, i.e. just after the outbreak of war, additional questions were intro-
duced in the surveys currently carried out or planned, addressed to households, enter- 
prises, social economy entities and non-profit organisations, local government units, 
and entities operating accommodation facilities. Even earlier (from mid-March 2022), 
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work was started on a new pilot study addressing refugees at reception points, aimed 
at characterizing people fleeing the war from Ukraine to Poland. At the same time, 
Statistics Poland was preparing a plan to use data on Ukrainian citizens residing in 
Poland from public administration registers and information systems. To provide 
a legal basis for accessing data from information systems and official registers of public 
administration, Statistics Poland actively joined the work on the Act and amendments 
to the Act of March 12, 2022, on assistance to Ukrainian citizens in connection with 
an armed conflict in the territory of that country as well as preparing the regulation of 
the Council of Ministers amending the Statistical Work Program for 2022. As a result 
of these activities, Statistics Poland obtained access to newly established or amended 
administrative registers, including data on citizens of Ukraine who have come to the 
territory of the Republic of Poland, social security numbers, education, social assist- 
ance, social security, and healthcare insurance. The activities’ scope was extensive and 
covered both the rapid development of research methodology and the enormity of 
organisational activities related to the implementation of large-scale mass research. 
As a result, a wide range of statistical research results were quickly obtained. 
 The statistics of aid and support for Ukraine can serve as the best example here. 
The invasion on February 24 this year caused, out of concern for their life and health, 
millions of people in Ukraine decided to leave their country and seek shelter outside 
its borders, mainly in Poland. Significantly extended social surveys showed that 70.2% 
of households in Poland granted support to the inhabitants of Ukraine from February 
24, 2022, to the end of the first half of 2022, and social economy entities declared 8.0 
million recipients of support. From February 24 to March 31, 2022, 28.8 thousand 
social economy entities (29.6%), including 28.6 thousand non-profit organisations 
(29.8%) and 0.2 thousand cooperatives (16.9%) (social economy sector), took addit- 
ional measures to benefit those in need in connection with the war on the territory of 
Ukraine providing those in need with material support with an estimated value of PLN 
511 million and financial support of PLN 140 million. Of 28.8 thousand social 
economy entities involved, 98.1% conducted activities in Poland and 7.8% in Ukraine. 
Natural persons were the primary recipients of aid provided by social entities 
in connection with the war in Ukraine. They were supported by 67.1% of non-profit 
organisations and 99.1% of cooperatives declaring their commitment to helping. One 
of the most basic forms of aid in connection with hostilities in Ukraine was a donation 
in kind (64.2% of non-profit organisations and 37.9% of cooperatives). The estimated 
value of in-kind support provided by non-profit organisations amounted to PLN 
509.3 million, and in the case of cooperatives, PLN 1.8 million (PLN 511.1 million 
in total).  
 These are only very brief examples of timely and granular statistics provided based 
on extending the information scope of the surveys. In total, 17 surveys were expanded 
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to include new questions used as direct data sources in surveys, of which 16 were 
modified immediately following the start of the invasion (in spring 2022). Similarly, 
the same happened in the case of economic surveys, where a focus was put on 
providing evidence to assess the economic impacts of the war, primarily through 
monitoring of business tendencies, employment, Inflation, and financial results.  
 A fine example of an ad-hoc study is a refugee health study created from scratch, 
designed and implemented jointly with the World Health Organisation. Statistics 
Poland conducted a pilot study in April and May 2022 among refugees from Ukraine 
who stayed at reception points in the Podkarpackie region. It was then followed up by 
a regular survey conducted from June to August 2022. The study covered the way and 
place of crossing the border; characteristics of people crossing the border due to 
citizenship, sex, age, and education; planned place/country of stay; intention to work 
in Poland, taking advantage of education, intent to return to Ukraine after the 
end of hostilities, health care needs in Poland, access to health care, information 
on vaccination against COVID-19 and vaccinations for childhood diseases, mental 
health, the health needs of refugees, and information on their health status in the context 
of WHO’s planning of future assistance for this group of people. 
 To sum up, the scope of the conducted research and the results obtained were 
unprecedented internationally. The actions taken and the results obtained were the 
subject of many international discussions, often indicated as examples of good practi- 
ces for other countries in the future. In 2023, the UN Statistical Commission introdu-
ced information on developing the refugee health survey methodology, which will be 
further developed jointly by Statistics Poland and WHO to benefit the international 
community. 
 Along with mass relocations, also within the territory of Ukraine, institutions and 
statistical research centers in several areas are emptying, making it impossible to 
provide data on a regular basis. However, the Ukrainian system of official statistics 
continues to function and perform its main functions on a scale that can be achieved 
in wartime conditions only due to the involvement of its devoted staff in headquarters 
and regions. 

Main features of official statistics in Ukraine3 

The regulatory framework of the state statistical system’s functioning is based on the 
Law of Ukraine “On Official Statistics”, issued by the Verkhovna Rada (the Parliament) 
to be entered into force on January 1, 2023. The law harmonizes the national statistical 
system with European principles and standards to make it able to produce high quality 

 
3 This section is based on the presentation by W. Okrasa and O. H. Osaulenko ”Statistics in troubled times – 

the case of Ukraine”. 
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statistical information about the economic, social, demographic and environmental 
situation in Ukraine and its regions. The law is based on the provisions of Regulation 
(EC) No. 223/2009 of the European Parliament and the Council dated 11.03.2009, 
which in turn is the basic document within the framework of the implementation 
of the EU Statistical Compendium and the provisions of the Generic Law on Official 
Statistics. The Law contains the main provisions of the European Statistics Code 
of Practice. 
 The State Statistics Service/SSS of Ukraine is a central executive body in the field 
of statistics – its activities are guided and coordinated by the Cabinet of Ministers 
of Ukraine. The UA SSS also ensures the development and implementation of state 
policy in the field of statistics, its offices and staff: 27 regional offices; 6455 employees. 
According to Ukrainian authorities, national statistical system is reformed and 
modernized in accordance with the EU/Eurostat principles: 27 (35.1%) of the state 
statistical observation centers fully meet the requirements of the EU Compendium; 
50 (64.9%) of the state statistical observation centers partially meet the requirements 
of the EU Compendium. The UA State Statistics Service (SSS) strives to fully 
implement the EU Statistical Requirements Compendium. 

The challenges of war – the voice of Ukrainian statisticians 

To illustrate the difficulties faced by Ukrainian statisticians, let us quote excerpts from 
some of the articles contained in this collection: 
• The inability to conduct national statistical surveys makes it difficult to estimate the 

size of the population due to being limited to existing sources: data from mobile oper- 
ators, data from administrative registers, and from a special population sample 
survey, (Volodymyr Sarioglo, Maryna Ogay). 

• Despite the current extreme situation (...), the CPI must be compiled on an ongoing 
basis – this is done using Big Data, especially direct cash data, expanding the sample 
size and improving its design while reducing the burden on respondents and obtaining 
more reliable transaction price data by incorporating real-time information on 
household expenditure, (Tetiana Kobylynska, Iryna Legan, Olena Motuzka). 

• In order to assure operation of the official statistics in Ukraine (under the Martial 
Law) the involvement of alternative data sources, including Big Data, is necessary. 
These data should be introduced in parallel or in mix with conventional data sources, 
to fill the gaps in conventional data due to the war. [Ukraine has an extensive 
network of private digital services: e.g. Monobank, express delivery “Nova poshta”; 
mobile phones, social networks, Google analytics, etc. have to be considered too, (Olha 
Kuzmenko, Hanna Yarovenko, Larysa Perkhun). 
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• The war in Ukraine affects all forms of international economic relations, highlighting 
the problem of asymmetric economic interdependence in the green transition 
to climate neutrality, accompanied by raw materials, energy and food crises. The 
question arises how to minimize the impact of the crisis on the environment as part 
of getting rid of the carbon footprint of the past (Russian) energy model towards 
building a sustainable circular ecosystem in Ukraine, (Olga Vasyechko). 

• The war in Ukraine forced auditors to tackle new challenges due to new risks 
emerging that need to be recognized, systematized, and treated accordingly – 
including identification of persons involved in terrorist activities and the proliferation 
of weapons of mass destruction – while complying with the legal requirements 
concerning both factors associated with military aggression against Ukraine and those 
involving compliance with International Standards on Auditing, (Tetyana Chala, 
Oleksiy Korepanov, Iuliia Lazebnyk, Daryna Chernenko, Georgii Korepanov). 

• The assessment of the scale and effects of forced external migration of Ukrainians as 
a result of Russian aggression – based on the data of the State Border Guard – shows 
that “military emigrants” are, in general, people with higher education than the 
national average, mainly women who easily adapt to life abroad, especially in Poland 
(due to the minimal linguistic and cultural differences), (Oleg Krekhivskyi, Olena 
Salikhova). 

 Among the hardships caused by the war, statisticians feel the following the most: 
• lack of effective sampling frames and data sources;  

o production of official statistics continues using administrative data – this allows 
the assessment of key macroindicators like Ukraine’s GDP, and to publish statis- 
tical information on foreign trade in goods, etc., 

o regional authorities continue to register prices at the points of sale of goods, 
which allowed to continue producing the Consumer Price Index in Ukraine 
as a whole, and by regions, 

• respondents are legally deprived of the obligation to provide data during Martial 
Law;  
o however, respondents continue to provide primary data as part of a voluntary 

activity – reporting rate is over 65%, 
• regional offices located in temporarily occupied territories or near the military 

zones may perform their functions only partially, or not at all; 
o in order to ensure the continuity of the production of official statistics, a back-

up system for the collection and processing of data has been established, accor-
ding to which, for a regional office that is temporarily unable to perform certain 
statistical tasks, such tasks are delegated to be performed by another office 
(located in a safer place), 
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• surveys of household living conditions and demographic data production have 
been suspended; 

• employees of state statistical offices in several regions were forced to migrate (to 
other regions or abroad); 

• frequent air alarms force employees to spend a lot of time in shelters. 
 

Research works, trainings, infrastructure base and technology 

Given the extremely difficult circumstances, the tasks performed by Ukrainian stati-
stical institutions during the past 12 months can be considered impressive, embracing 
5,292,492 respondent reports processed and the numbers of products based on the 
statistical research (observations): 19,072 statistical information/reports – 320 Open 
Data sets – 3,792 press releases – 3,177 data collections – 125,223 users of the  
“Respondent Account” service – 139 visits to the “Search by USREOU code” service – 
180,934 completed international questionnaires based on the results of the state statis- 
tical observations – 2,800,936 visits on the SSS official website. 
 However, drastic cuts in funding resulted in a significant reduction in the scope of 
the program implemented this year. To be more specific, in 2021, UAH 805,000 
(approx. U$ 22,000) was allocated to two research projects: (i) methodology of 
conducting sample surveys of the population: “Statistics of income and living 
conditions in the European Union EU-SILC” (USD 10,000) and (ii) methodology 
for conducting an integrated survey of short-term enterprise statistics (USD 12,000). 
In 2022, due to budget constraints, the expenditure on the implementation of these 
two scientific research works was cancelled. The draft budget for 2023 does not 
provide for expenses for the implementation of these two projects. 
 Training and retraining programs cover approximately 1,000 employees per year. 
In 2021, 269 people were retrained; in 2022 only 15. In 2022, the cost of studying stati-
stics students is UAH 8,150,000 (U$220,270). Nevertheless, in 2022 there were 110 
students, slightly less than in 2021 (120 students).  
 The infrastructure base and technologies are in a deplorable state. There are practi- 
cally no sources for the renovation of technical equipment – the last time the fleet of 
servers and computers was renewed in 2014. The challenges of martial law require an 
increase in the share of field work as remote work. At the same time, there are practi-
cally no laptops, etc. at the headquarters of the UA State Statistical Service and its re-
gional branches. The most urgently needed assistance should include modern techno-
logies for collecting data and creating analytical databases, including “alternative” new 
sources of information (Big Data, analysis of satellite images, smart statistics etc.) 
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Issues raised by panelists and the views expressed 

The presentations referred below concerned on the problem of the type and scope of 
aid for Ukraine from the two complementary points of view – the national organiz- 
ation that engages in international projects, which is American Statistical Association 
(ASA), by Ron Wasserstein, Executive Director of ASA, and the international organiz- 
ation (IAOS), by Misha Belkindas, President of IAOS – towards establishing needed 
support and coordinate cooperation between national and international offices.  
 Focusing his presentation on The role of statistical societies, Ron Wasserstein4 sum-
marized what professional associations do and why it matters to the NSOs, using 
activities of ASA and some other societies as examples. He concluded some ideas 
on how associations can help. 
 Professional societies, such as ASA, conduct a wide spectrum of activities, each of 
them can provide a platform for arranging for a respective support to UASSS, and 
eventually other NSOs. These range from facilitating scientific gathering – confer- 
ences, networking opportunities – and collaboration in the form of workshops, 
colloquia interest groups, and knowledge dissemination through meetings and 
journals to statistical capacity building, including technical training, leadership and 
communication skills, accreditation/certification, and support education of future.  
 The indication of this type of activity is also consistent with the results of a survey 
conducted by ASA among its members, asking them about things they consider 
fundamental in the activities of a professional society: over 90% of respondents 
selected meetings and publications. In addition to meetings, professional societies 
hold smaller gatherings that bring people together to discuss research and methodo-
logical interests.  
 Also, many societies have local or regional groups (ASA calls them “chapters” and 
has 75 of them) that facilitate gatherings of statisticians. And many have groups 
organized around statistical topics of interest. Chapters and interest groups (called 
“Sections” at ASA) often function like smaller versions of the organization, offering 
their own meetings and networking opportunities, having a newsletter, and so on. 
 Professional societies serve the extraordinarily important function of disseminating 
knowledge through meetings and journals. For NSOs, meetings might well be the 
place where research and methodology can be discussed in an audience of peers in 
and out of government.  
 Professional societies serve the function of providing skills to members that they 
need beyond their formal education. Members provide technical training from the 
beginning to advanced level through seminars, webinars, workshops, etc. And there 

 
4 Standard disclaimer: ASA gives the author time and opportunity to speak at events like this. However, 

the views expressed here are those of the author and should not be construed as an official statement 
or position of ASA –R.W]. 
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are many non-technical skills the statistician needs that NSS’s can provide as well, 
and often there are few options for getting such training. As one example worth 
mentioning here is the ASA project which provides training for individuals interested 
in serving as experts witnesses in the court system. 
 Another cluster of envisaged forms of possible assistance concerns setting stan-
dards and promoting ethical practice (develop and disseminate guidelines for ethical 
practice); advocating for the profession and for sound practice, and developing 
relationships with like societies elsewhere. 
 He also pointed out four key themes for which this is relevant to the NSOs, espec- 
ially in the context of their creation or reconstruction: a knowledgeable base of 
support – an independent voice – a source of skilled workers – a source for inter- 
national connections.  
 In conclusion, Ron Wasserstein suggested three channels through which statistical 
societies can help one another: (i) share structures and governance, (ii) share 
expertise, (iii) share resources. The NSO’s staffs need to engage in research, develop 
as professionals, meet with other statisticians (in government and out), and so on.  

But there are other reasons why NSS’s bring value to NSO’s. 

Taking the perspective of an international organization, IAOS, its President, Misha 
Belkindas, concentrated his presentation, Building/Redeveloping National Statistical 
Offices after Conflict, around the intertwined fundamental issues: 
A. Creation of an international coalition – how to establish it and whom to approach? 
B. What an international coalition should/can do in the case of Ukraine?  
C. What activities are currently going on over there?  
 First of all, creation of an international coalition should start with identification of 
potential donors led most likely by the World Bank or a regional development bank, 
and involve others partners, such as IMF, UNSD, OECD, EU, UN regional commis-
sions, UN specialized agencies (ILO, FAO, others). Also included should be interested 
countries providing funds and technical assistance (TA), private sector, providers of 
funds and TA, and international NGOs, such as ISI, IAOS and others. Such a type of 
endeavors is not unprecedented. The TA project to the countries of the former Soviet 
Union in the 1990s, with a broad coalition under joint leadership of IMF, WB, UNSD, 
OECD and Eurostat, can serve as an example. Even more relevant in this context seem 
to be the projects on strengthening statistical systems of Armenia during the war with 
Azerbaijan, or in the former Yugoslavia – the case of Bosnia and Herzegovina.  
 Other projects implemented under the banner of the World Bank encompass a 
multi-country lending facility STATCAP (started in 2004) with loans to Burkina Faso 
and Ukraine, followed by loans with grant elements to many countries in all the conti- 
nents. And the World Bank large lending projects in the Kyrgyz Republic, Tajikistan 
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and Uzbekistan, also regional lending programs in Africa, including such countries 
like war-torn Somalia. The Inter-American Development Bank has also organized 
similar types of projects. 
 In addition to the needs covered by activities of international organizations with 
appropriate funds, there are several areas requiring assistance for which NGOs may 
be suitable implementers. However, this would have to be preceded by the creation of 
appropriate executive structures enabling NGOs to perform their tasks at the central 
and regional levels.  
 Such an international coalition, diversified in its interests and abilities to provide 
need-adjusted assistance, can help with data collection, processing and production of 
statistical outputs, including problems related to (i) design a data collection mecha-
nism – surveys with imperfect sampling frames, usage of administrative data, 
other data, other means of data capture, and (ii) procurement and installation 
of means/lines for data transmission, storage, manipulation and publication, and (iii) 
design and start of implementation of HR policies with an emphasis on training and 
retraining of NSO staff; (iv) initiate the development of young cadre, if needed, 
develop curriculum for local universities, or in neighboring countries; and (v) train 
data users – policy makers, journalists, civil society. It would be important to 
also draft, with assistance of international agencies, a new law on statistics which 
adheres to international standards, and create a political environment for adherence 
to Fundamental Principles of Official Statistics. 
 Taking into account the specificity of the disrupted Ukrainian SSS, and priorities 
for its reconstruction in accordance with the new Law on Statistics (which the 
Parliament passed recently), it should be mentioned that the Ukraine Government 
is familiar with a large-scale international aid: the first institutional building loan 
to the Government was approved by the World Bank in the early 1990s  (with a USD 
9 million funding for the NSO). In addition, there was a large-scale international 
Technical Assistance program TACIS, which Ukraine was one of the recipients. 
The second loan in the amount of USD 32 million was approved in early 2004 
and addressed institutional building, HR, data collection, processing, development 
of specialized software, etc.  
 The new project will most likely include the following activities towards 
rebuilding/refurbishing the SSS and its regional offices: purchase of a large amount 
of IT equipment (servers, PCs, etc.) – attract new staff to the statistical service – launch 
a large staff training and retraining program – support local universities and the 
National Academy of Statistical Education in providing equipment, developing 
a curriculum and providing trainers.  
 As regards current activities, IAOS received a request form the Institute of Economic 
Forecasting of the Ukrainian Academy of Sciences, which was tasked by the 
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Government to develop methods for the calculation of the damage caused by the war. 
They want to start from the damage done to the agricultural sector, in particular small-
scale farming. IAOS has so far approached the ASA Statisticians Without Borders and 
received a positive answer. FAO agreed to render assistance by including Ukraine in 
their AGRIS program. World Bank cannot finance Ukraine from their Trust Fund 
50x2030 as the country is not eligible – however, IAOS will continue to help on this 
and will try to obtain sources from a Trust Fund, at least in-kind.  

Conclusions 

Ukrainians, fighting for the preservation of their state, need – apart from military 
means of defense – reliable information for the state, its institutions and people, 
for now and for the fundamental reconstruction of their country in the near future. 
 The above presentations and discussion provide an illustration of the type and 
amount of work that is expected on this line based on documentation of disruptions 
in data production and the general functioning of the state statistical service. The voice 
of Ukrainian experts is the leading for designing an effective strategy of internationally 
coordinated activities – including statistical capacity building at each level of the state 
statistical system’ units. 
 The manuscripts submitted by Ukrainian statisticians for this Special Issue 
prepared jointly by Statistics in Transition new series and Statystyka Ukraina reflect 
the type and scale of the problems and challenges faced by Ukrainian statisticians 
in the conditions of war.  
 Reconstruction, modernization and strengthening of the national information in-
frastructure – with state statistical service as its institutional backbone – should 
become the goal of various initiatives and missions of the international community  
of statisticians. Starting with showing the areas of destruction and related needs – 
identified together with experts from Ukraine – is a project that requires more  
extensive work.  
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Scientific articles published in the following special issues of Statistics in Transition 
new series in 2015–2023:  

1. Statistics in Transition new series and Survey Methodology Small Area Estimation 
– Joint Issue Part 1 (post-SAE2014 papers) Volume 16, Number 4, December 
2015 https://sit.stat.gov.pl/Issue/42. 

2. Statistics in Transition new series and Survey Methodology Small Area Estimation 
– Joint Issue Part 2 (post-SAE2014 papers) Volume 17, Number 1, March 2016 
https://sit.stat.gov.pl/Issue/41. 

3. Statistics in Transition new series Statistical Data Integration – Special Issue  
Volume 21, Number 4, August 2020 https://sit.stat.gov.pl/Issue/22. 

4. Statistics in Transition new series and Statistics of Ukraine A New Role for Statistics: 
Joint Special Issue Volume 24, Number 1, February 2023 https://sit.stat.gov.pl 
/Issue/62. 
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1. Statistics in Transition new series and Survey Methodology 
Small Area Estimation – Joint Issue Part 1 
Volume 16, Number 4, December 2015, pp. 485–4881 

From the Guest Editors (Part 1)  

The first part of this Joint Issue of Statistics in Transition and Survey Methodology 
includes eight articles. These two issues have been split according to which guest 
editors have been looking after the articles. They are not necessarily sequenced  
according to the themes that appeared in the original conference programme. 
 The first six contributions in this thematic issue of SIT and SMJ represent articles 
that are firmly methodological in their perspective. The first paper, by J.N.K. Rao 
provides a unifying perspective for the remaining five contributions. In this review 
paper, Rao highlights important new developments in SAE since the publication of 
his encyclopedic 2003 book. As he notes in his abstract, much of this new methodo-
logical development has focused on addressing the practical issues that arise when 
model-based SAE methods are applied in practice. An important dichotomy in this 
regard follows from the nature of the available data for SAE. Historically, such data 
have been area level aggregates of one form or another, typically direct sample-based 
estimates. Issues addressed in Rao's paper then include the choice of appropriate 
weights for these aggregates as well as methods for dealing with the not uncommon 
situation where there is a negligible area level variance component in the basic 
area-level model (the so-called Fay-Herriot model) used to smooth these aggregates 
across the areas, or where this smoothing model is necessarily non-linear, reflecting 
a GLM for the underlying survey variable. Issues associated with estimation of both 
unconditional as well as conditional MSEs of these model-based estimators are also 
discussed. In the second half of his paper, Rao switches his attention to SAE where 
unit level data from the small areas of interest are available. This is a fast-growing set 
of applications, reflecting new capabilities in data collection. Here, the focus is on 
sample weighting and benchmarking as important requirements for users interested 
in design consistency of SAE outputs, together with important new developments in 
dealing with outliers in the survey data, applications to poverty mapping and dealing 
with informative sampling methods. Model selection and checking is extremely 
important in the unit level case, and the paper briefly describes some new develop-
ments in this regard. 
 The next three papers in this issue focus on a new methodology for area level SAE. 
The first, by Bonnery, Cheng, Ha and Lahiri, notes that users of SAE outputs typically 
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require more than just estimates of area averages, and are often interested in small 
area distributions as well as rankings across small areas. In this context, these au-
thors develop a triple goal SAE methodology for US state level unemployment, with 
estimates structured so that they are simultaneously efficient for estimation of area 
level average unemployment as well as the empirical distribution of area level 
unemployment, while also staying as close as possible to the actual ranking of the 
real small area means. An interesting idea that is discussed in this paper is the fact 
that in practice it is not just one area average that is of interest, but an “ensemble” 
of such averages corresponding to the area-level distribution of a characteristic 
of interest. This immediately leads to a corresponding ensemble of models, which 
these authors fit using a Bayesian MCMC approach. 
 The general theme of the usefulness of incorporating time series information in 
SAE solution is repeated in the paper by van den Brakel and Buelens. Here, though 
the attention is directed towards appropriate model specification when the estima-
tion must be carried out at regular intervals, using data from repeated surveys and 
practical considerations rule out survey-specific model optimisation. An approach to 
covariate selection for small area survey estimates obtained from a repeated survey 
under a Fay-Herriot specification is defined, with the model specification carried out 
simultaneously over a number of “editions” of the survey while being constrained to 
be the same for each edition. The final model is chosen by minimising the average 
conditional AIC over all the editions, with the small area estimates at each time 
period computed using a Hierarchical Bayes approach. 
 The next paper, by Karlberg, switches gears and considers SAE under a unit level 
model. In particular, in this paper Karlberg addresses two of the difficult issues that 
arise when the available unit level data are non-negative values drawn from an 
economic population, as would be the case for a business survey. These conditions 
often lead to a highly right-skewed distribution of the sample data values, with 
outliers a not uncommon feature, together with the presence of excess zeros. Both 
of these data characteristics are not conducive to SAE based on the industry standard 
linear mixed model for unit level data. Instead, Karlberg combines a log scale linear 
mixed model for the strictly positive data (to deal with their high skewness) and 
a logistic model for the presence of zero values (a hurdle model) in order to define 
a specification for the zero-inflated observed data. Simulation results for SAE based 
on this approach are promising, but application to a real business survey data 
set turns out to be disappointing, reflecting the very complex nature of such data. 
Clearly further research is needed for SAE in business surveys. 

The fifth paper, by Franco and Bell, shows how the Fay-Herriot approach can be 
extended to where the underlying averages are derived from binary survey variables, 
so that the basic area-level model can be specified as linear on a logit scale. This 
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model is then combined with time series of aggregates from the small areas, allowing 
for information to be “borrowed” across both time and space. An application 
to improving county-level poverty estimates in the SAIPE programme of the 
US Bureau of the Census is used to demonstrate the efficiency gains of the approach. 
 The sixth paper, by Luna, Zhang, Whitworth and Piller, represents a fundamental 
departure from the random area effect-based SAE models that underpin the 
previous papers. Here, the underlying data consist of historical counts, represented 
by an out-of-date census (or register)-based cross-tabulation of interest, where one 
of the dimensions of the tabulation is the area identifier, as well as up-to-date 
information on margins of the cross-tabulation derived from a current survey. Such 
data are naturally modelled using a log-linear specification, and the authors consider 
the use of a generalized SPREE approach to recover the current cross-tabulation. 
Alternative GSPREE models with increasingly complex interaction structure are 
investigated and applied to estimation of population counts within ethnic group in 
small areas in the United Kingdom. Interestingly, these authors report that for these 
data more complex model specifications do not necessarily lead to improvement in 
the resulting survey estimates, essentially because the sparse nature of the available 
data does not allow these more complex models to be adequately fitted. 
 The last two contributions focus on small area education. Small area estimation  
is gaining increasing popularity among survey statisticians, economists, sociologists 
and many others. Unfortunately, small area courses are offered only in a handful of 
universities and that too just as an elective. However, there is a definite need for 
small area teaching, and the papers by Burgard and Münnich as well as Golata have 
addressed this very important issue. The paper by Burgard and Münnich has hit the 
mark very directly. What the paper emphasizes is that rather than giving a series of 
lectures on the different small area techniques and the associated theory behind 
them, it is more important to combine the theory with actual simulations. In this 
way, students can have hands on experience of the subject as well as are able to make 
a comparison of the different small area methods which they have learnt. Like 
Burgard and Münnich, Golata also appreciates very well the need for small area 
education. To this end, she conducted a survey with participants from both the 
academics and National Statistical Institutes. Her objective went beyond questions 
on small area teaching, and enquired several related pertinent questions such as risks 
encountered in applying SAE as well as important sources on SAE developments. 
The results of her survey are listed in a series of tables and graphs to provide 
the reader with a better understanding of the state of the art.  
 Several persons (in addition to the Editor and Guest Editors) have served as  
reviewers of papers published in this thematic issue of the journal: we would like to 
thank all the authors for taking the time to turn their SAE 2014 presentations into 
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the interesting and thought provoking papers published here. We acknowledge the 
efforts of Giovanna Ranalli, Nicola Salvati, Hukum Chandra and Timo Schmid, who 
helped review the first six papers: their encouraging and productive comments  
directly contributed to their obvious quality. 

Raymond Chambers and Malay Ghosh 
Guest Editors 
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1. Statistics in Transition new series and Survey Methodology  
Small Area Estimation – Joint Issue Part 1 
Volume 16, Number 4, December 2015 

 
Post-conference papers: Small Area Estimation conference, Poznań, 3rd-5th  

September, 2014 

The issue consists of the following articles: 

J. N. K. Rao, Inferential issues in model-based small area estimation: some new  
developments https://doi.org/10.59170/stattrans-2015-026. 

Daniel Bonnéry, Yang Cheng, Neung Soo Ha, Partha Lahiri, Triple-goal estimation 
of unemployment rates for U.S. states using the U.S. Current Population Survey 
data https://doi.org/10.59170/stattrans-2015-027. 

Jan A. van den Brakel, Bart Buelens, Covariate selection for small area estimation  
in repeated sample surveys https://doi.org/10.59170/stattrans-2015-028. 

Forough Karlberg, Small area estimation for skewed data in the presence of zeroes 
https://doi.org/10.59170/stattrans-2015-029. 

Carolina Franco, William R. Bell, Borrowing information over time in binomial/logit 
normal models for small area estimation https://doi.org/10.59170/stattrans 
-2015-030. 

Angela Luna, Li-Chun Zhang, Alison Whitworth, Kirsten Piller, Small area estimates 
of the population distribution by ethnic group in England: a proposal using  
structure preserving estimators https://doi.org/10.59170/stattrans-2015-031. 

Jan Pablo Burgard, Ralf Münnich – SAE teaching using simulations https://doi.org 
/10.59170/stattrans-2015-033. 

Elżbieta Gołata, SAE education challenges to academics and NSI https://doi.org 
/10.59170/stattrans-2015-034. 

Raymond Chambers, Malay Ghosh, From the Guest Editors (Part 1). 
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2. Statistics in Transition new series and Survey Methodology  
Small Area Estimation – Joint Issue Part 2 
Volume 17, Number 1, March 2016, pp. 3–62 

From the Guest Editors (Part 2) 

The second part of this Joint Issue of Statistics in Transition and Survey Methodolo-
gy includes seven articles. These two issues have been split according to which guest 
editors have been looking after the articles. They are not necessarily sequenced  
according to the themes that appeared in the original Conference programme. 
 The first paper, by Erciulescu and Fuller, presents a small area procedure where 
the mean and variance of an auxiliary variable are subject to estimation error. They 
consider fixed and random specifications for these auxiliary variables. Their study 
was motivated by a situation where the sample used for small area estimation was  
a subsample of a larger survey. The larger survey furnished estimates of the distribu-
tion of the auxiliary variables. They demonstrate that efficiency gains associated with 
the random specification for the auxiliary variable measured with an error can be 
obtained. They propose a parametric bootstrap procedure for the mean squared 
error of the predictor based on a logit model. The resulting bootstrap procedure has 
a smaller bootstrap error than a classical double bootstrap procedure with the same 
number of samples. 
 The second paper, by Münnich, Burgard, Gabler, Ganninger and Kolb, develops  
a sampling design that can support accurate estimation for the 2011 German 
Census. In contrast to carrying out a classical census, a register-assisted census, using 
population register data and an additional sample, was implemented. The main 
objective of the census was to produce the total population counts at fairly low levels 
of geography. Ralf Münnich et al. provide an overview of how the sampling design 
recommendations were set up to fulfill legal requirements and to guarantee an 
optimal, yet flexible, source of information. Small area methods, as well as traditional 
methods, were used to produce these counts. Empirical results of the small area 
estimation are presented. 
 The next three papers present developments in small area estimation methodology 
and practical application in various fields of empirical research and statistics production, 
including poverty research and fisheries statistics. The first paper, by Guadarrama, 
Molina and J. N. K. Rao, provides a review on methods for the estimation of poverty 
indicators for small areas, including design-based direct estimation and a number  
of model-based small area estimation methods: the Fay-Herriot area level model,  
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the World Bank poverty mapping method (the ELL method) and three Bayesian 
variants previously published by the authors. These are the empirical best/Bayes 
(EB) and hierarchical Bayes (HB) methods and a Census EB method providing an 
extension of the EB method. While the Fay-Herriot method employs area-level data, 
the other methods require unit-level auxiliary information. The ELL, EB, Census EB 
and HB methods rely on statistical data infrastructures where access to unit-level 
records of population units taken for example from administrative registers and 
population censuses is available for research and statistics production. This option is 
becoming frequently met in an increasing number of countries and much of current 
small area research is conducted under this assumption. The list of advantages and 
disadvantages, reported for each of the methods, appears helpful for practitioners 
facing the challenge of choosing a small area method for a particular estimation task. 
Statistical properties (bias and accuracy) of methods are assessed empirically 
by model-based simulation experiments with unit-level synthetic data following 
a nested error model, throwing further light on the methodological summaries of the 
methods. Extensive simulation scenarios of varying complexity include informative 
sampling and a nested error model with outliers; these scenarios in particular are 
important for practical purposes. For practical application, it is important that also 
situations are considered where some of the underlying assumptions of the methods 
do not hold, which is often the case in practice. The conclusions drawn by the  
authors on the relative performance of the methods are useful for researchers and 
practitioners.  
 Because of its applicability in various data infrastructures, the Fay-Herriot model 
has been widely used in small area estimation purposes all over the world and new 
developments are often needed to extend the method for practical situations at hand. 
A robust hierarchical Bayesian approach for the Fay-Herriot area-level model  
is presented in the second paper, written by Chakraborty, Datta and Mandal. The 
starting point is the authors’ observation on a possible poor performance of the 
standard Fay-Herriot area-level model in the presence of outliers. The new method 
is aimed for cases where extreme values are met for some of the random effects of 
small area means, causing problems in the standard Fay-Herriot procedure under 
normality assumptions of the random effects. The authors propose a two-component 
normal mixture model, which is based on noninformative priors on the model 
variance parameters, regression coefficients and the mixing probability. The method 
is aimed as an alternative to a scale mixture of normal distributions with known 
mixing distribution for the random effects. The authors apply their method to real 
data of US Census Bureau for poverty rate estimation at county level. The results 
indicate that probabilities of having large random effects are expected to be low for 
most areas but can be large for some areas, thus calling for attention to handle the 
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possible heterogeneity of the data. Simulation studies based on artificially generated 
data are conducted to assess the performance of the proposed method against the 
standard Fay-Herriot model. In the first set of experiments, the authors verify the 
robustness of the proposed method to outliers in the cases considered. In further 
simulations, the authors show that their method tends to perform better than the 
Fay-Herriot method when the possibility of presence of outliers is high, and 
performs similarly in situations where outliers are not expected. In their concluding 
notes the authors provide a useful discussion on the possible causes of exceptionally 
large random effects for certain areas, calling for a careful specification of the linking 
model and the choice of the explanatory (auxiliary) variables. 
 The third paper, by Hernandez-Stumpfhauser, Breidt and Opsomer, provides  
a refinement of the Fay-Herriot approach for a particular small area estimation 
problem. The authors consider a practical problem of developing a new weighting 
procedure for a regular fisheries survey in the United States on recreational fishing 
in saltwater. For the estimation of the recreational catch, fishing catch per trip  
is estimated from one survey and the number of fishing trips from another survey. 
Data from these two surveys are combined to estimate recreational fishing catch  
in 17 US states. For weighting procedure, estimates are needed for the fraction of 
fishermen who leave the fishing site during a prespecified time interval on a selected 
day. The distribution of daily departure times is needed within spatio-temporal  
domains subdivided by mode of fishing. Direct estimates could be obtained but they 
are not sufficient because of a large number of estimation domains, causing very 
small (even zero) domain sample sizes. The authors develop a small area estimation 
solution based on the Fay-Herriot approach. More specifically, the authors show that 
with a certain hierarchical model formulation that is slightly more complex as  
the standard mixed model, fast and accurate model selection procedure based on 
variational/Laplace approximation to the posterior distribution can be implemented 
for the particular estimation problem considered. Even if the underlying linear 
mixed model can be complex involving fixed and random effects for the states, 
waves and fishing modes and interaction terms, the method can serve as 
a cost-effective alternative to the computationally more demanding MCMC sampler. 
By empirical comparison of MCMC and the proposed variational/Laplace 
approaches using real data, the authors show that the results are essentially identical, 
thus motivating the use of the method in practice.  
 The production of small area statistics by national statistical agencies and 
international statistical institutes is becoming more and more important for societal 
planning and evaluation and the allocation of public funds to regional areas and 
other population subgroups. In the next paper, Kordos presents a personal view on 
the development of certain aspects of small area estimation methodology and practice 
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in the context of official statistics. The author first summarizes the main approaches 
in small area estimation with some historical remarks. He continues by discussing 
the important issue of the use of administrative records in official statistics production 
and as auxiliary information in the construction of estimators for various regional 
indicators. The author presents a summary of international conferences on small 
area estimation organized in past years, covering a period from 1985. Further,  
he presents a review of selected international small area estimation programs and 
research projects on small area estimation. A special property of these research  
activities is that they are conducted in cooperation with research communities  
on small area estimation and actors whose responsibility is in the production of  
official small area statistics. The interaction has proven fruitful in motivating ongoing 
research and development in small area estimation methodology and for boosting 
the implementation of methods in regular official statistics production. This aspect 
might well be taken as the main message of the paper by Kordos.  
 In many national statistical institutes, the design-based approach has offered the 
prevailing paradigm in official statistics production for decades. Good reasons are 
the ability of the approach to provide estimates having favorable statistical properties 
such as design-unbiasedness, which is often appreciated by the clients, and the avail-
ability of powerful statistical procedures and tools that use effectively the auxiliary 
information supplied in various forms. Calibration techniques and generalized  
regression estimation are examples of such methods. While relative standard errors 
of design-based estimates can be sufficiently small for population domains whose 
sample size is large, this is not necessarily the case for small domains. It is in this field 
of action where model-based small area estimation is challenging the design-based 
approach. In the final paper, Hidiroglou and Estevao present an empirical 
assessment of selected design-based methods against some existing model-based 
area estimation small methods, considered at Statistic Canada. Traditional 
design-based estimators include the Horvitz-Thompson estimator, two variants 
of calibration estimators and a modified regression estimator. A synthetic 
estimator and the standard EBLUP and its variant called pseudo-EBLUP represent 
model-based methods. The relative performance of the methods is assessed in 
design-based simulation experiments, where in addition to “ideal” conditions also 
misspecified models are considered. The relative performance of the methods differs 
depending on whether the model holds or not. Of the traditional design-based 
estimators, the domain-specific calibration estimator and the modified regression 
estimator indicate the best efficiency. The model-based small area estimators tend 
to outperform the design-based methods in efficiency, especially for small domains. 
As expected, the model-based methods can suffer from large design bias in cases 
where the model is misspecified. 
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 Several persons (in addition to the Editor and Guest Editors) have served as  
reviewers of papers published in this thematic issue of the journal. We acknowledge 
the efforts of F. Jay Breidt, Isabel Molina, Domingo Morales, Ari Veijanen, Mamadou 
Diallo and Jon Rao: their encouraging and productive comments directly contributed 
to the quality of the papers. 

Risto Lehtonen and Graham Kalton 
Guest Editors 
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2. Statistics in Transition new series and Survey Methodology  
Small Area Estimation – Joint Issue Part 2 
Volume 17, Number 1, March 2016 

 

Post-conference papers: Small Area Estimation conference, Poznań, 3rd-5th  
September, 2014.  

The issue consists of the following articles: 

Andreea L. Erciulescu, Wayne A. Fuller, Small area prediction under alternative 
model specifications https://doi.org/10.59170/stattrans-2016-001. 

Ralf Münnich, Jan Pablo Burgard, Siegfried Gabler, Matthias Ganninger, Jan-Philipp 
Kolb, Small area estimation in the German Census 2011 https://doi.org/10.59170 
/stattrans-2016-002. 

María Guadarrama, Isabel Molina, J. N. K. Rao, A comparison of small area estimation 
methods for poverty mapping https://doi.org/10.59170/stattrans-2016-003. 

Adrijo Chakraborty, Gauri Sankar Datta, Abhyuday Mandal, A two-component normal 
mixture alternative to the Fay-Herriot model https://doi.org/10.59170/stattrans 
-2016-004. 

Daniel Hernandez-Stumpfhauser, F. Jay Breidt, Jean D. Opsomer, Variational  
approximations for selecting hierarchical models of circular data in a small area 
estimation application https://doi.org/10.59170/stattrans-2016-005. 

Jan Kordos, Development of small area estimation in official statistics https://doi.org 
/10.59170/stattrans-2016-006. 

Michael A. Hidiroglou, Victor M. Estevao, A comparison of small area and calibration 
estimators via simulation https://doi.org/10.59170/stattrans-2016-007. 

Graham Kalton, Risto Lehtonen, From the Guest Editors (Part 2). 
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3. Statistics in Transition new series  
Statistical Data Integration – Special Issue  
Volume 21, Number 4, August 2020, pp. III−VI3 

From the Editor   

The Editors and Editorial Board of the Statistics in Transition new series (SiTns) 
have great pleasure in presenting this special issue on statistical data integration  
to our readers. We are very grateful for the efforts taken by all those who contributed 
to the production of this special issue that made its publication possible. We believe 
that this volume represents not only the state-of-the-art in the relevant topic areas, 
but that it will also help to identify new research avenues for study in the years  
to come. 
 Behind such an ambitious and demanding endeavor, there is always a key role  
to be played by an intellectual and organizational leader. Practically, we owe this 
product personally to Professor Partha Lahiri, who kindly accepted an invitation by 
SiTns Editorial Board member Graham Kalton and me to act as Editor-in-Chief of 
this special issue. We are very grateful to Malay Ghosh, another long-term member 
of the SiTns’ Editorial Board, for initially putting forward the idea of a special issue 
on statistical data integration under Partha Lahiri's leadership. This special issue 
would not have been possible without Partha Lahiri’s guidance and intellectual  
leadership, supported by a team of leading international experts who generously 
accepted his invitation to serve as Guest co-Editors. 
 This special issue is the third in the series of SiTns special issues. The two previous 
special issues were: (1) a two-volume special issue on small area estimation that was 
published jointly with Survey Methodology, and that arose out of a conference held 
in Poznan, with Ray Chambers, Malay Ghosh, Graham Kalton, and Risto Lehtonen 
serving as Guest co-Editors; and (2) a special issue on subjective well-being in survey 
research, co-edited by Graham Kalton and Christopher MacKie.  
 The focus of this special issue is broader than those of the previous ones because 
the subject-matter of statistical data integration encompasses a wide range of analytic 
objectives and of statistical techniques. It can be well argued that data integration  
is the dominant innovation in national statistical offices. If so, the efforts of everyone 
involved in the preparation of this volume would be duly appreciated. Let us believe 
that most of our readers share this view. 
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 Last but not least, I would like to express my appreciation to the work of our  
Editorial Office members for their work done in parallel with the preparation of the 
regular SiTns release. 

Włodzimierz Okrasa 
Editor 
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3. Statistics in Transition new series 
Statistical Data Integration – Special Issue  
Volume 21, Number 4, August 2020, pp. II4 

Preface 

The demand for statistics on a range of socio-economic, agricultural, health,  
transportation, and other topics is steadily increasing at a time when government 
agencies are desperately looking for ways to reduce costs to meet fixed budgetary  
requirements. A single data source may not be able to provide all the data required 
for estimating the statistics needed for many applications in survey and official  
statistics. However, information complied through different data linkage or integration 
techniques may be a good option for addressing a specific research question or for 
multi-purpose uses. For example, information from multiple data sources can 
be extracted for producing statistics of desired precision at a granular level, for 
a multivariate analysis when a single data source does not contain all variables 
of interest, for reducing different kinds of nonsampling errors in probability samples 
or self-selection biases in nonprobability samples, and other emerging problems.  
 The greater accessibility of administrative and Big Data and advances in techno- 
logy are now providing new opportunities for researchers to solve a wide range 
of problems that would not be possible using a single data source. However, these 
databases are often unstructured and are available in disparate forms, making data 
linkages quite challenging. Moreover, new issues of statistical disclosure avoidance 
arise naturally when combining data from various sources. There is, therefore, 
a growing need to develop innovative statistical data integration tools to link such 
complex multiple data sets. In the US federal statistical system, the need to innovate 
has been emphasized in the following report: National Academies of Sciences, 
Engineering, and Medicine. (2017), Innovations in Federal Statistics: Combining 
Data Sources While Protecting Privacy. Washington, DC: The National Academies 
Press. https://doi.org/10.17226/24652. 
 The idea of organizing an international week-long workshop on statistical data 
integration arose in 2017. I joined Dr. Sanjay Chaudhuri, a faculty member at the 
National University of Singapore (NUS), Dr. Danny Pfeffermann, National Statistician 
of Israel, and Dr. Pedro Silva of the Instituto Brasileiro de Geografia e Estatística 
(IBGE), Brazil, and former President of the International Statistical Institute, 
to organize this international workshop. Eventually, with generous funding from 
the Institute for Mathematical Sciences at the National University of Singapore, the 
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workshop was held on the NUS campus during August 5−8, 2019. The World Statistics 
Congress Satellite meeting on Current Trends in Survey Statistics took place at the 
same venue in the following week, August 13−16, 2019. We had great success with 
participants and speakers from more than 18 countries in these two meetings,  
at which a number of papers on statistical data integration were presented. 
 A few months before the two Singapore events, in February of 2019, I had a fruitful 
lunch meeting in the Washington DC area with Professor Wlodzimierz Okrasa, 
Editor-in-Chief, and Dr. Graham Kalton, a member of the Editorial Board, of the 
Statistics in Transition (SiT) New Series. During that meeting they invited me to edit 
a special issue for the journal. We discussed a few options for the focus of the special 
issue. Our discussions led to the idea of focusing on statistical data integration,  
in view of the current importance of the topic, and the value of disseminating the 
findings from current research. We felt the issue would be timely, given the emphasize 
on this topic in the two Singapore workshops that were to be held later that year.  
We agreed that anyone, including the participants of the two Singapore meetings, 
could submit papers for possible publication in the special issue, and all papers 
would go through a thorough review process.  
 Out of the nineteen papers submitted for possible publication in this special issue, 
we finally accepted ten papers, after they went through a referring and revision process. 
In addition, this special issue features an invited discussion paper on a selective  
review of small area estimation by Professor Malay Ghosh, which is based on his 
2019 Morris Hansen lecture delivered in Washington DC on October 30, 2019. We 
are pleased to have seven experts, including Professor J. N. K. Rao and Dr. Julie 
Gershunskaya − the two invited discussants of Professor Ghosh's Morris Hansen 
lecture − as discussants of Professor Ghosh’s paper.  
 For over 75 years, survey statisticians have been using information from multiple 
data sources in solving a wide range of problems. One early example of combining 
surveys can be traced back to a 1943 Sankhya paper (www.jstor.org/stable/25047787) 
by Mrs. Chameli Bose. Mrs Bose developed the regression estimation for double 
sampling used by Professor P.C. Mahalanobis in 1940−41 to estimate the yield of 
cinchona bark in the Government Cinchona Plantation at Mungpoo, Bengal, India. 
Over the years, we have witnessed tremendous progress in such research topics as 
small area estimation, probabilistic record linkage, combining multiple surveys, 
multiple frame estimation, microsimulation, poststratification, all of which incor- 
porate multiple data sources and can be brought under the broader umbrella of statis- 
tical data integration or data linkages. In a 2020 Sankhya B paper (doi 10.1007 
/s13571-020-00227-w), Professor J. N. K. Rao provides an excellent review of 
a selected subtopics of statistical data integration. 
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 It is difficult to cover all interesting statistical data integration topics in a single 
issue of SiTns. But we are happy that the invited discussion review paper plus the ten 
contributed papers published in this special issue collectively cover a broad spectrum 
of topics in statistical data integration. The papers can be broadly classified into 
the following subtopics: 1) small area estimation, 2) advances in probabilistic 
record linkage and analysis of linked data, 3) statistical methods for longitudinal 
data, multiple-frame, and data fusion, and 4) synthetic data for microsimulations, 
disclosure avoidance and multi-purpose inferences. 
 Professor Ghosh's paper, along with the discussions, provide an excellent review 
of some topics in small area estimation and they should prove to be a valuable  
reference for those working on small area estimation. In addition, this issue features 
two more papers on small area estimation by (i) Cai, Rao, Dumitrescu, and Chatrchi, 
and (ii) Neves, Silva, and Moura that address variable selection and modeling to 
capture uncertainties of sampling errors of survey estimates, respectively. These are 
indeed important and yet understudied problems in small area estimation.  
 This special issue includes two papers that advance knowledge on probabilistic 
record linkage. Consiglio and Tuoto investigate potential advantages of using  
probabilistic record linkage in small area estimation. Bera and Chatterjee discuss  
a problem of probabilistic record linkage on high-dimensional data. This is a novel 
approach to the probabilistic record linkage methodology that can be applied  
in absence of any common matching field among the data sets.  
 The three papers by (i) Saegusa, (ii) Zhang, Pyne, and Kedem, and (iii) Bonnery, 
Cheng, and Lahiri investigate potential benefits of using nonparametric and semi-
parametric methods to combine information from multiple data sources. The nature 
of the available multiple data sources differs between the three papers. Saegusa  
develops a nonparametric method to construct confidence bands for a distribution 
function using multiple overlapping data sources − this is an advancement in the 
multiple-frame theory. To overcome a relatively small sample of interest, Zhang  
et al. propose a semi-parametric data fusion technique for combining multiple  
spatial data sources using variable tilts functions obtained by model selection.  
Bonnery et al. carefully devise a complex simulation study, using the U.S. Current 
Population Survey (CPS) rotating panel survey data, to evaluate different possible 
estimators of levels and changes in the context of labor force estimation.  
 The three papers by (i) Bugard, Dieckmann, Krause, Münnich, Neufang, and 
Schmaus, (ii) Alam, Dostie, Drechsler, and Vilhuber, and (iii) Lahiri, and Suntornchost 
demonstrate how the synthetic data approach can be useful for solving seemingly 
unrelated problems. Bugard et al. discuss microsimulations that are used for  
evidence-based policy. Using a general framework for official statistics, they use 
synthetic data created from multiple data sets to approximate a realistic universe. 
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The synthetic data discussed in the Alam et al. paper relates to statistical data 
disclosure. The authors consider a feasibility study to understand if the synthesis 
method for longitudinal business data used in a US project can be effectively applied 
to two other longitudinal business projects, in Canada and Germany. In the context 
of poverty estimation for small geographic areas, Lahiri and Suntornchost point out 
the inappropriateness of using point estimates for all inferential purposes. Using  
a Bayesian approach, they demonstrate how synthetic data can be created for multi-
purpose inferences in small area estimation problems. 
 I would like to thank Professor Wlodzimierz Okrasa and Dr. Graham Kalton for 
encouraging me to take a lead on this project. I appreciate all the help I received 
from Professor Okrasa and his editorial staff. Thanks are also due to the anonymous 
referees who offered many constructive suggestions to improve the quality of the 
original submissions. Last but not the least, I would like to thank my distinguished 
guest co-editors Drs. Jean-Francois Beaumont, Sanjay Chaudhuri, Jörg Drechsler, 
Michael Larsen, and Marcin Szymkowiak for their diligent editorial work. Without 
their enormous help, we would not have this high quality special issue. 

Partha Lahiri  
Guest Editor-in-Chief 
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3. Statistics in Transition new series  
Statistical Data Integration – Special Issue  
Volume 21, Number 4, August 2020 

The issue consists of the following articles: 

Invited paper: Malay Ghosh, Small area estimation: its evolution in five decades 
https://doi.org/10.21307/stattrans-2020-022. 

Julie Gershunskaya, Discussion https://doi.org/10.21307/stattrans-2020-023. 

Ying Han, Discussion https://doi.org/10.21307/stattrans-2020-024. 

Isabel Molina, Discussion https://doi.org/10.21307/stattrans-2020-026. 

David Newhouse, Discussion https://doi.org/10.21307/stattrans-2020-027. 

Danny Pfeffermann, Discussion https://doi.org/10.21307/stattrans-2020-028. 

J. N. K. Rao, Discussion https://doi.org/10.21307/stattrans-2020-029. 

Malay Ghosh, Rejoinder https://doi.org/10.21307/stattrans-2020-030. 

Papers dealing with Small Area Estimation 

Song Cai, J. N. K. Rao, Laura Dumitrescu, Golshid Chatrchi, Effective transformation- 
-based variable selection under two-fold subarea models in small area estimation 
https://doi.org/10.21307/stattrans-2020-031. 

Andre Felipe Azevedo Neves, Denise Britz do Nascimento Silva, Fernando Antonio 
da Silva Moura, Skew normal small area time models for the Brazilian annual  
service sector survey https://doi.org/10.21307/stattrans-2020-032. 
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Papers dealing with advances in probabilistic record linkage and analysis of  
linked data 

Loredana Di Consiglio, Tiziana Tuoto, A comparison of area level and unit level 
small area models in the presence of linkage errors https://doi.org/10.21307 
/stattrans-2020-033. 

Sabyasachi Bera, Snigdhansu Chatterjee, High dimensional, robust, unsupervised 
record linkage https://doi.org/10.21307/stattrans-2020-034. 

Papers dealing with statistical methods for longitudinal data, merged data and 
data fusion 

Takumi Saegusa, Confidence bands for a distribution function with merged data  
from multiple sources https://doi.org/10.21307/stattrans-2020-035. 

Xuze Zhang, Saumyadipta Pyne, Benjamin Kedem, Model selection in radon data 
fusion https://doi.org/10.21307/stattrans-2020-036. 

Daniel Bonnéry, Yang Cheng, Partha Lahiri, An evaluation of design-based properties 
of different composite estimators https://doi.org/10.21307/stattrans-2020-037. 

Papers dealing with synthetic data for microsimulations, disclosure avoidance 
and multi-purpose inference 

Jan Pablo Burgard, Hanna Dieckmann, Joscha Krause, Hariolf Merkle, Ralf 
Münnich, Kristina M. Neufang, Simon Schmaus, A generic business process 
model for conducting microsimulation studies https://doi.org/10.21307/stattrans 
-2020-038. 

M. Jahangir Alam, Benoit Dostie, Jorg Drechsler, Lars Vilhuber, Applying data  
synthesis for longitudinal business data across three countries https://doi.org 
/10.21307/stattrans-2020-039. 

Partha Lahiri, Jiraphan Suntornchost, A general Bayesian approach to meet different 
inferential goals in poverty research for small areas https://doi.org/10.21307 
/stattrans-2020-040. 

Włodzimierz Okrasa, From the Editor 
Partha Lahiri, Preface 
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Statistics in Transition new series and Statistics of Ukraine 
A New Role for Statistics: Joint Special Issue 
Volume 24, Number 1, February 2023, p. I5 

Preface 

This volume is the result of the need of the moment – similarly felt by both of us, the 
undersigned – to meet the demand of the international statistical community for 
first-hand knowledge of the multiple consequences of the war in Ukraine for the 
functioning of the national statistical system as well as for statistics as a discipline,  
and as “statistics without borders”. On behalf of the editorial offices and scientific 
boards and committees of the Statistics in Transition new series and Statistics of 
Ukraine, about half a year ago we invited researchers and practitioners to submit 
manuscripts to a joint Special Issue devoted to statistical data production in wartime 
conditions.  
 From the descriptions of situations in which the national statistical system 
functions, including evidence on organizational and methodological problems 
and challenges, presented in this volume, a vision for a new role of statistics and 
statisticians emerges as important participants in ongoing processes.  
 We present this volume to the Readers in the hope that it will shed light on these 
issues and draw attention to those that require immediate attention and reflection by 
members of the international statistical community. 
 
Włodzimierz Okrasa 
Editor-in-Chief 
Statistics in Transition new series 

Oleksandr H. Osaulenko 
Editor-in-Chief 
Statistics of Ukraine 
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4. Statistics in Transition new series and Statistics of Ukraine 
A New Role for Statistics: Joint Special Issue 
Volume 24, Number 1, February 2023, pp. IX−XIV6 

From the Editors   

The tragic events currently taking place in Ukraine have affected all aspects of life and 
activity, in private and public spheres, including an unspeakably difficult situation of 
the state statistics services. 
 The presented to the readers issue, entitled A New Role for Statistics, is the product 
of the jointly undertaken task by Statistics in Transition new series and Statistics of 
Ukraine to showing some of the enormity of problems experienced by the statisticians 
of Ukraine and the ways they are dealing with them. As first-hand accounts, articles by 
Ukrainian statisticians also provide information about the disruptions and types of 
assistance expected as well. A large part of possible reactions from the international 
community of statisticians has already been preliminarily identified and addressed 
in the opening of this volume basing on summary of the presentations that panelists 
representing various types of institutions and organizations gave at the session 
devoted to these issues within the last FCSM2022 conference (see The post-conflict 
reconstruction of the statistical system in Ukraine...). 
 This issue contains15 papers, which focus on functioning of statistical system in war 
conditions demonstrating the role of statistics in documenting the effects of Russian 
aggression on the economy and society of the invaded country. Particular emphasis  
is put on the humanitarian crisis and the degradation of people’s well-being, and on 
challenges faced by statisticians along with new tasks and approaches to overcome 
tchem.  
 This Joint Special Issue gives us also the opportunity to express our appreciation 
and thanks for all our contributors: authors, reviewers and all the participants of the 
editorial process. 
 This Joint Special Issue starts with the paper Problems realating to the statistical 
research of the national market of logistics services in war conditions by Nataliia 
Hrynchak, Olha Yatsenko, Olena Bulatova, and Olena Ptashchenko. The article 
discusses the theoretical principles of statistical research with regard to the national 
market of logistics services during wartime, and identifies the main structural changes 
that occurred due to the hostilities faced by the country. The authors determine the 
main factors influencing the functioning of the analysed market during war, as the 
statistical study of these factors is considered necessary for the transformation and 
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development of logistics services. According to the results of the evaluation, analysis 
and structuring of relevant indicators and factors affecting the development of the 
logistics services market, their priority is determined according to the type of logistics 
services, which makes it possible to identify new opportunities for development both 
at the micro- and at the macro level. 
 The article entitled Using Big Data by Ukrainian official statistics when martial 
law applies: problems and solutions by Oleksandr H. Osaulenko and Olena Horobets 
focuses on issues of the secure operation of official statistics in Ukraine during 
the application of martial law. The level of digitalisation in Ukraine as the basis 
for using Big Data was analysed by the proposed indices of internetisation, social 
progress and digital transformation, and several problems (methodological, legal, 
financial, and managerial) were identified as vital for statistical offices on their way to 
the implementation of Big Data in statistical processes. proposals concern tools for 
Big Data processing, The authors discuss the proposals such as Data Hypercube 
as a way for presenting Big Data for their visualisation, applications of Web scraping 
in estimating the consumer prices index, analyses of labour and real estate markets, 
and the applications of specialised software for the collection, processing and analysis 
of Big Data sets.  
 Nataliia Reznikova, Iryna Zvarych, Roman Zvarych, and Ivashchenko Oksana in 
their paper The impact of the Russian-Ukrainian war on the green transition and the 
energy crisis: Ukrainian scenario of circular economy development analyse how to min-
imise the impact of the energy crisis on the environment as one of the ways of getting 
rid of carbon footprints resulting from the growth of the russian energy and building  
a circular sustainable ecosystem in Ukraine. The paper determines the impact that the 
war has on the practice of applying resource nationalism associated with a wide variety 
of modern global problems. It also identifies the dominant diversification tendencies 
in the EU in terms of the circularity of the economy. The proposed concept of a global 
inclusive circular economy can be considered as a complex multidimensional system, 
whose main components are based on the economic, sociological, environmental and 
circular aspects of life.  
 The next article A statistical study of climate change in Ukraine under martial law by 
Tetiana Kobylynska, Iryna Legan, and Olena Motuzka presents the development of 
theoretical and methodological foundations of statistical research in the field of na-
tional environmental and economic accounting, which forms the basis for the develop- 
ment of indicators of climate change under martial law and shapes the adaptation to 
these changes. The paper studies issues of producing ecological information relating to 
Ukraine according to statistical data, and describes the main problems which arise 
during the construction of national environmental accounts were characterised. The 
article identified the key factors which influence to the largest extent the quality of 
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statistical data and calculations, and which are necessary for the transformation and 
development of the statistical estimation of climate change under Russian military 
aggression.  
 Olha Lubenchenko, Svitlana Shulga, and Halyna Pavlova discuss Method of auditing 
in conditions of martial law. The authors consider methodical recommendations on 
the actions of auditors during martial law that relate to such stages of the audit as the 
preparatory phase, the planning phase, the task implementation and the final phase. 
Under martial law, new risks are emerging, systematized by the authors and related to 
the identification of persons involved in terrorist activities and the proliferation of 
weapons of mass destruction. The paper has been developed also to assess ethical 
threats in the light of martial law. The war in Ukraine has forced auditors to tackle new 
challenges in complying with the latest legal requirements for identifying those 
involved in military aggression against Ukraine, on the one hand, and requiring careful 
compliance with International Standards on Auditing. 
 In the next manuscript entitled Current challenges related to the consumer price 
index (CPI) in Ukraine Olga Vasyechko analyses how to contribute to the maintenance 
and compilation of the consumer price index (CPI) in the current extreme situation 
caused by the Russian military aggression against Ukraine. The interaction between 
the ideal and conditional concepts of the index and their practical implementation is 
considered as a potential source of compilation improvement. The author argues that 
the main factor of the modern criticism of the CPI is the systematic deviation of the 
practical form of the index from its theoretical foundations. The revision of the 
paradigm of primary data sources allows for a significant reduction in the methodo-
logical and organizational limitations imposed by the extreme conditions of Russia’s 
military aggression against Ukraine. In the conditions caused by the war, this kind 
of information allows regular estimates of the consumer price index for a large number 
of goods without the loss of quality, and control the structure of consumption both 
in general and by region, and opens prospects for reducing discrepancies between  
conventional concept of the CPI, its ideal concepts and their practical application. 
 Volodymyr Sarioglo and Maryna Ogay’s article presents Approach to population 
estimation in Ukraine using mobile operators’ data discussing the task of developing 
effective approaches to estimating the population size using data from existing sources, 
in particular the data of mobile operators regarding the number, location and mobility 
of subscribers. The article highlights the results of a study on the use of data from  
mobile operators, data from administrative registers, and the results of a special popul- 
ation sample survey on the use of mobile communication for the purpose of estimating 
the population. It also provides the results of experimental calculations of the popul- 
ation size in Ukraine as a whole and in particular regions. The developed approaches 
can be used to assess and monitor the number and location of the population 
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of Ukraine, provided the availability and proper preparation of data of mobile  
operators, the availability of administrative records containing information about the  
population, the availability of sample surveys, in particular on the peculiar use of  
mobile communications by the population.  
 Taisiia Bondaruk, Liudmyla Momotiuk, and Iryna Zaichko focus on Budgetary 
policy of Ukraine in time of challenges and its impact on financial security. The aim of 
the study is to deepen the theoretical and methodological foundations of the creation 
and implementation of budgetary policy in Ukraine, evaluation of its impact on the 
financial security in time of challenges. The study uses methods of comparative analysis, 
grouping in the process of evaluating the current state of budgetary policy indicators, 
methods of normalization and standardization of data, modelling, and graphical analysis 
of data for normalizing the financial security indicators and determining the dynamics 
of financial security components. The materials and reports containing statistical data 
from the Ministry of Finance of Ukraine and the State Statistics Service of Ukraine 
served as the basis of the study. It was determined that the components of the state’s 
financial security in the face of martial law and pandemic do not take into account the 
impact of budgetary policy. Therefore, in the course of comprehensive integrated  
assessment of the financial security of the state, additional indicators were proposed.  
 The paper by Tetyana Chala, Oleksiy Korepanov, Juliia Lazebnyk, Daryna  
Chernenko, and Georgii Korepanov deals with Statistical modelling and forecasting of 
wheat and meslin export from Ukraine using the singular spectra analysis. The article 
presents the problems related to the functioning of the worldwide market of wheat and 
meslin. The structure of wheat export by Ukrainian regions is analysed in comparison 
with the total export. The localisation coefficient is applied to measure the regional 
unevenness of the distribution of wheat export volumes and the total export by regions 
of the country. The modelling and forecasting of the volumes and prices of export of 
wheat and meslin from Ukraine are based on Singular Spectrum Analysis. The study 
particularly focuses on the individual components of time series, such as trend, annual, 
semi-annual, four-month, three-month seasonal components. The reliability of the 
forecast is confirmed by the calculation of the MAPE forecast error and Henry Theil’s 
inequality coefficient. The article proposes an algorithm for calculating the relative 
indicators of the structure for the individual components of the reconstructed time 
series, identified through the singular spectral analysis. 
 The next article prepared by Halyna Holubova A comparative analysis of the principal 
component method and parallel analysis in working with official statistical data  
describes the basic conceptual approaches to the definition of principle components. 
Moreover, the methodological principles of selecting the main components are  
presented. A comparative analysis of the eigenvalues was performed by means of two 
methods: the Kaiser criterion and the parallel Horn analysis on the example of several 
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data sets. The study shows that the method of parallel analysis produces more valid 
results with actual data sets. The author believes that the main advantage of Parallel 
analysis is its ability to model the process of selecting the required number of main 
components by determining the point at which they cannot be distinguished from 
those generated by simulated noise. The Parallel analysis method uses multiple data 
simulations to overcome the problem of random errors. This method assumes that the 
components of real data must have greater eigenvalues than the parallel components 
derived from simulated data which have the same sample size and design, variance and 
number of variables. 
 Oleg Krekhivskyi and Olena Salikhova in their manuscript consider A new industri-
al strategy for Europe – new indicators of the results of its implementation. The paper 
discusses the experiences resulting from EU’s adoption and implementation of a wide 
variety of policy measures in response to the COVID-19 crisis. These measures included 
stimulating the relocation and expansion of manufacturing to reduce vulnerability, 
depending on imports, ensuring the stability and development of industrial production. 
The study proposes and tests a new approach to assessing the consequences of  
relocation policies aimed at developing the local production potential, increasing the 
value added by activity, and expanding the share of local value added in industry  
exports. The manuscript focuses on the formation of statistical analysis tools for  
assessing the changes of the specialisation and identifying the country's comparative 
advantages. The authors propose new indicators: RSP – coefficient of Revealed  
Specialisation of Production, CAVA – coefficient of Comparative Advantage in Value 
Added by Activity and EVA – coefficient of Comparative Advantages in the Domestic 
Value Added Exports.  
 The paper entitled Assessing the maturity of the current global system for combating 
financial and cyber fraud by Olha Kuzmenko, Hanna Yarovenko, and Larysa Perkhun 
assesses the maturity of systems for counteracting financial and cyber fraud with the 
view of their future integration at global-level. The calculations made by the authors 
were based on indicators for 76 countries, which characterized each country’s level of 
cybersecurity and its ability to combat financial fraud in 2018. The authors conducted  
a bifurcation analysis of the maturity of current global system for combating financial 
and cyber fraud and produced its phase portraits. It was found to be mature  
(“Government Efficiency Index – Ease of Doing Business” and “Ease of Doing Business 
– Crime Index”) and insufficient mature (“Government Efficiency Index – Crime 
Index”), with the components’ imbalance indicating high system's sensitivity to react on 
changes. The constructed ‘Equilibrium States’ phase portraits showed non-equilibrium 
phase portraits of the ‘saddle’ type. The obtained results made it possible to identify 
determinants of a global integrated system’s instability to combat financial and cyber 
fraud. 
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 Ella Libanova and Oleksii Pozniak in their paper War-driven wave of Ukrainian 
emigration to Europe: an attempt to evaluate the scale and consequences (the view 
of Ukrainian researchers) evaluate the scale and consequences of the emigration 
of Ukrainians triggered by the military aggression of the Russian Federation. The 
paper also attempts to determine the composition of the refugees. According to the 
estimation of the Ptukha Institute for Demography and Social Studies of the National 
Academy of Sciences of Ukraine based on the data from the State Border Guard 
Service, the number of ‘refugees from the war in Ukraine’ reached 3 million as of the 
end of June 2022. The potential amount of irreversible migration losses, depending 
on the military and economic factors, ranges from 600–700 thousand to 5–5.5 million 
people. Considering the fact that approximately 3 million Ukrainians had already been 
staying (working) abroad before 2022, the war is likely to result in a demographic 
catastrophe for Ukraine, whose demographic potential has been utterly exhausted. 
 The article prepared by Maryna Puhachova and Oleksandr Gladun entitled Using 
electronic registries to study the COVID-19 pandemic and its consequences analyses 
systems of electronic information resources (registers and databases) in the field 
of the healthcare in different countries. These systems provide information to support 
the treatment of patients, and also also accumulate large amounts of statistics, thus 
enabling their qualitative operational analysis. The authors summarise information on 
the use of electronic registers and databases to create an information base for the study 
of the COVID-19 pandemic and its consequences in different countries, and formulate 
proposals for the improvement of electronic health systems in Ukraine. On the basis 
they propose a list of electronic registers that can significantly improve the analysis 
of both, the course and the consequences of the coronavirus disease.  
 Deepika Rajoriya and Diwakar Shukla’s manuscript Under military war weapon 
support the economic bond level estimation using generalized Petersen graph with impu-
tation presents a sample based estimation methodology for estimating the meaneco-
nomic bond value among countries involved in the military support or business. The 
problem is derived from current Russia-Ukraine war situation. A node sampling  
procedure is proposed whosebias, mean-squared error and other properties are  
derived.Results are supported with empirical studies. Findings are compared with 
particular cases and confidence intervals are usedas a basic tool of comparison. Pattern 
imputation is used together with a new proposal of CI-Imputation method who has 
been proved useful for filling the missing value, specially whensecret economic support 
data from involved countries found missing.  
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